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ABOUT THIS SUMMARY
The mee&ng in Paris was part of the Atlan&c Council’s ongoing endeavor to establish forums, enable 
discussions about opportuni&es and challenges of modern technologies, and evaluate their implica&ons for 
society as well as interna&onal rela&ons — efforts that are championed by the newly established GeoTech 
Center. Prior to its forma&on and to help lay the groundwork for the launch of the Center in March 2020, the 
Atlan&c Council’s Foresight, Strategy, and Risks Ini8a8ve was awarded a Rockefeller Founda8on grant to 
evaluate China’s role as a global ci&zen and the country’s use of AI as a development tool. The work that the 
grant commissioned the Atlan&c Council to do focused on data and AI efforts by China around the world, 
included the publica&on of reports, and the organiza&on of conferences in Europe, China, Africa, and India. At 
these gatherings, interna&onal par&cipants evaluate how AI and the collec&on of data will influence their 
socie&es, and how countries can successfully collaborate on emerging technologies, while puIng a special 
emphasis on the People’s Republic in an ever-changing world. Mee&ngs in Africa and India are scheduled to 
take place later this year and summaries of the roundtables in Brussels, Berlin, Beijing, and Shanghai have 
been published. 

THE ATLANTIC COUNCIL GEOTECH CENTER
Produces events, pioneers efforts, and promotes educa&onal ac&vi&es on the Future of Work, Data, Trust, 
Space, and Health to inform leaders across sectors. We do this by: 

• Iden&fying public and private sector choices affec&ng the use of new technologies and data that 
explicitly benefit people, prosperity, and peace.  

• Recommending posi&ve paths forward to help markets and socie&es adapt in light of technology- and 
data-induced changes.  

• Determining priori&es for future investment and coopera&on between public and private sector 
en&&es seeking to develop new technologies and data ini&a&ves specifically for global benefit. 

CHAMPIONING POSITIVE PATHS FORWARD THAT NATIONS, ECONOMIES, AND SOCIETIES CAN PURSUE  
TO ENSURE NEW TECHNOLOGIES AND DATA EMPOWER PEOPLE, PROSPERITY, AND PEACE 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Artificial Intelligence and other modern technologies are developing at an 
exponen&al pace, and the discussions about their use as well as their implica&ons for society are shaped by 
uncertainty. Whether it is the future of work, the collec&on and applica&on of data, or new means for 
surveillance and social manipula&on — AI will most likely influence every aspect of modern life. Change that is 
coming, no maWer whether people like it or not, and decision makers are under pressure to prepare for a new 
world in the digital age. In order to establish forums, enable discussions about opportuni&es and challenges of 
modern technologies, and evaluate their implica&ons for interna&onal rela&ons, the Atlan&c Council's 
Foresight, Strategy and Risks Ini&a&ve was awarded a Rockefeller Founda8on grant that helped lay the 
groundwork for a new GeoTech Center. The tasks at hand are the publica&on of reports and the organiza&on of 
conferences around the world. At these gatherings, interna&onal par&cipants evaluate how countries can 
successfully collaborate on ar&ficial intelligence and other emerging technologies, while puIng a special 
emphasis on China, the country's use of AI as a development tool, and its role as a global ci&zen. 

The first roundtable in the series was held in Paris on September 16-17, 2019. Together with the BOAO Forum 
for Asia, the Fonda8on pour la Prospec8ve et Innova8on (FPI) and with support from Lennar Interna8onal, the 
Atlan&c Council gathered high level delega&ons from the United States, China, and Europe for a wide-ranging 
discussion on emerging technologies. The two sessions about "AI and Future World: Perspec8ves from China, 
US, and Europe" and "AI: Proposals to Governments" were intended to provide the approximately 60 
par&cipants with an opportunity to exchange views, consult about disagreements, and map out paths towards 
coopera&on. AdmiWedly, not an easy endeavor given the current state of interna&onal affairs, the ongoing US-
China trade war, and a growing public backlash against modern technologies and globaliza&on. 

Despite all the diploma&c language, the forum in Paris made one thing very clear. The US administra&on has 
raised the specter of economic decoupling from the People's Republic of China. While all the aWending 
scien&sts, academics, and representa&ves from businesses and think-tanks stressed the importance and 
necessity of interna&onal coopera&on on the subject maWer, US officials opened the discussions with a clear 
message: As long as China remains undemocra&c, uses AI to enhance surveillance, and expands its 
authoritarian methods with modern technologies, coopera&on will not be pursued. A posi&on that was 
strongly objected by the Chinese delega&on. Their representa&ves pointed to America's "imperfect record on 
human rights" as well as ongoing "illegal interferences" in other countries’ domes&c affairs, including China. An 
ini&al dispute that exemplified current tensions, took aback European representa&ves, and worried non-
government aWendees from China, the United States, and Europe who all called for more coopera&on among 
countries on such an important issue as ar&ficial intelligence. 

AI AND FUTURE WORLD: PERSPECTIVES FROM CHINA, US, AND EUROPE
Most par&cipants expressed serious concerns about the poten&ally devasta&ng economic and societal 
consequences of emerging technologies. They underlined the need for regulatory frameworks, expressing 
hope that they can reduce nega&ve impacts. According to statements made in Paris, it is the speed at which AI 
and other new technologies are developing that is par&cularly worrisome. Things that were deemed 
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impossible ten years ago, are now cuIng edge, considered normal, or already implemented. Of course, 
technologies per se are far from evil, and their development will provide mankind with tremendous 
opportuni&es. Automa&on, for instance, is going to increase produc&vity, medical advancements powered by 
AI will enable longevity and beWer quality of life, and modern sobware can improve the efficiency and 
transparency of governments. But similar to previous industrial revolu&ons, with emerging opportuni&es come 
significant challenges, too.  

Smart robots might make the means of produc&on and services more efficient, but they will also disrupt many 
jobs, which could lead to stagna&ng wages, broad unemployment and a lack of economic opportunity. Social 
developments that poten&ally threaten people's existence, increase polariza&on, and make ongoing debates 
about the welfare state even more relevant. Modern medicine might enable longer lives, but inevitably brings 
changes to the exis&ng educa&on and pension systems. How many careers will people have in a life&me that 
could go well beyond a hundred years, and who is paying for their re&rement, if there is one at all? And while 
good governments might use new technologies to increase their transparency and public accessibility, face 
recogni&on, as well as other unimagined tools of surveillance, challenge the no&on of privacy and change the 
power dynamic between ci&zens and states. Representa&ves from the US Department of Defense, for instance, 
explained the Pentagon's transparency ini&a&ve while recognizing that the development of ar&ficial 
intelligence will not only change the nature of war, but also the way defense organiza&ons operate in the 
future. Especially par&cipants from the business sector furthermore noted that AI progress is going to put 
enormous pressure on the meaning of data, as a private, global, or societal good. Subsequent ques&ons arise: 
What aspects of society do we spare from technological advancements and how much integra&on do we allow 
machines into our daily lives? 

The respec&ve answers also depend on the defini&on of ar&ficial intelligence itself. Some scien&sts argue it is 
logical thinking, while others understand it as programmed learning. But imita&ng the human mind in 
developing ar&ficial reason might not end up being the real purpose of ar&ficial intelligence. According to 
aWendees in Paris, it might rather be the ability to solve complex problems at a much faster speed than 
humans ever could. Such an evolu&on of technological advances, however, will be based on a trial-and-error 
technique and requires loads of accessible data. At all &mes, it is ul&mately very experimental, which increases 
the necessity for regula&on and the defini&on of rules for the game. Most par&cipants, therefore, highlighted 
the need to debate who would have access to these data, what would they be used for, and how would they 
be gathered. 

Without a doubt a difficult task, due to the exis&ng differences in regulatory approaches, many of which 
became obvious during the roundtable discussion. While in the EU, data and consumer protec&on seems to be 
key, the two major players — China and the United States — have yet to develop sophis&cated legisla&on that 
regulates the use of data and AI development. While the US government seems to be deadlocked over how to 
move forward on regula&on, Chinese officials reaffirmed that legislators in Beijing are well aware of the 
challenge and are currently developing regulatory frameworks. With some even ques&oning whether there 
should be any legisla&on at all, given poten&al nega&ve economic and technological effects, most par&cipants 
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in Paris agreed that legisla&ve collabora&on on the interna&onal level would prove to be very beneficial for 
socie&es. Eventually, such coopera&on could address the exis&ng concerns by the United States, China, and 
others of falling behind in the global AI race, in that it would develop binding rules for all players. Such an 
approach was advocated par&cularly by the Europeans, while Chinese, and most certainly US officials, saw 
ensuring a level playing field as more important for tempering the ongoing compe&&on. 

AI: PROPOSALS TO GOVERNMENTS 
Chinese and European governments as well as non-government representa&ves further argued that poli&cal 
differences should not hinder necessary coopera&on on emerging technologies. The French representa&ves in 
par&cular, many of who were involved in interna&onal climate nego&a&ons, emphasized the stateless 
character of the challenges at hand — a loaded analogy given the successful nego&a&ons of the Paris Climate 
Agreement in 2015 as well as the Trump administra&on's decision to leave it unilaterally. Like the United 
Na&ons Framework Conven&on on Climate Change (UNFCCC) process, French par&cipants urged consulta&ons 
at the expert level which could establish a universally agreed baseline on the harms versus the benefits coming 
from the AI revolu&on. Such an acknowledged picture of the total effects from modern technologies could 
then inform policymakers as to the needed regulatory steps to minimize nega&ve externali&es, while 
maximizing poten&al benefits. It was suggested that different bodies, such as the G20, the IMF, the World 
Bank, or regional organiza&ons could also use the "objec&ve" facts to take ac&on on the various aspects of the 
emergence of modern technologies, implemen&ng on a coordinated basis the needed social, economic, data, 
and ethical protec&ons.  

Triggering broader agreement among par&cipants, a European government representa&ve stressed the fact 
that necessary interna&onal coopera&on must start on the domes&c level, building trust and confidence there 
between government, companies, and consumers. New solu&ons like machine taxa&on, regulatory efforts to 
ease social transi&ons, or sobware capable of iden&fying deep fakes should be shared across countries as best 
prac&ces — just as mistakes and disappointments should be shared as warnings. In the best case scenario, 
such an approach is twofold. On the one hand, it can establish guidelines to define the rules of the game and 
prevent escala&ng conflicts, and on the other hand, give countries and companies enough freedom to be 
innova&ve and profit from well-deserved successes. 

While such expert conven&ons could address special features of AI and modern technologies, governments 
must be aware of other emerging debates, too. Par&cipa&ng academics pointed out that automa&on and the 
rise of AI will poten&ally be the first industrial revolu&on that is iden&fied as one before it actually occurs, 
which highlights the importance of adequate poli&cal reac&ons. The new digital era might as well be defined 
by the control of means of consump&on, instead of means of produc&on. There was general agreement that 
humans have always tried to be more efficient — an endeavor that some&mes causes self-made social 
problems. Never did nega&ve externali&es come from the emerging technologies themselves. That is especially 
why advancements should be pursued with as much cau&on as excitement. Given the tremendous 
opportuni&es, think tank par&cipants, for example, pointed to the poten&al for data oligarchies to evolve into 
data democracies, even if it required significant efforts to achieve such a transforma&on.  

gtc.atlan&ccouncil.org SUMMARIES OF THE ROCKEFELLER ROUNDTABLES page 4

https://gtc.atlanticcouncil.org


Conven&ons for data protec&on and/or AI seem to be good ideas, but the necessity to be aware of their 
unintended consequences and use mistakes to refine them is essen&al. Representa&ves from European 
governments as well as some academics floated the idea of a universal basic income, proposed significant 
changes to exis&ng educa&on systems, suggested ways to aWract smart talent in order to remain compe&&ve, 
and called for transparency among the different na&onal bodies undertaking reforms. And while there was 
certainly no lack of good ideas, the Paris roundtable pointed to today's main problem: the lack of poli&cal will 
for coopera&on. 

MAIN TAKEAWAY
The necessity and importance of interna&onal coopera&on on ar&ficial intelligence and emerging technologies 
was stressed mul&ple &mes, from scien&sts, business representa&ves, think tankers, and even Chinese and 
European government officials. But as long as poli&cal concerns remain a precondi&on for subsequent 
nego&a&ons, especially on the American side, the global AI race risks ending in a Hobbesian-like chaos, 
without regula&ons, coopera&on or even consulta&ons. With rising US public disappointment over the results 
of globaliza&on for the middle class, a zero-sum mentality has established itself to the point that the United 
States government accepts a lose-lose situa&on so long as it means that China suffers more. Playing fields for 
this great power compe&&on have long been on trade, but recent shibs focus on AI. Given the extent of Sino-
US economic interdependence, it is clear that a new Cold War on tech would not benefit either side. Yet, from 
the mee&ng in Paris, such a future appears to be the current geopoli&cal trajectory. A precarious situa&on, 
where Europeans and non-state actors must not only worry that they are leb behind, but are also being forced 
to choose sides, all the while scared of being crushed in a fight that only knows losers. 
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