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Throughout its relatively short history, the practice of trust and safety 
(T&S) has undergone significant growth, yielding invaluable insights 
and the emergence of best practices. Lessons have been learned 
through both triumphs and challenges, leading to a deeper under-
standing of what actions should be taken and how they should be exe-
cuted, and of frameworks that can help guide strategic thinking around 
these practices.

 Robust collaboration and exchanges with peers in civil society and ac-
ademia have played a pivotal role in shaping norms and standards, as 
exemplified by initiatives such as the drafting of the Santa Clara Princi-
ples, which have gone on to inform everything from regulatory strate-
gies to the creation of entirely new civil society organizations. 

Aspects of T&S that were once considered merely “nice to have” are 
now evolving into requisite, standard operating procedures throughout 
the technology industry. Regulatory pressure, established best practic-
es, media attention, and compliance requirements with different parts 
of the technology stack have all contributed to establishing new pre-
requisites for how to operate technology platforms. 

This applies to both large and small details—for example, appealing a 
content-moderation process was once a noteworthy service for users, 
offered by companies with additional resources or unique political will. 
Now, appeals have solidified their place within the Digital Services Act 
(DSA), signifying the evolution and increasing importance of robust T&S 
practices to doing business.

Despite the fact that T&S practices will play an instrumental role in 
shaping the landscape of technology in the twenty-first century, little is 
publicly documented about the field. Information about best practices 
and essential tooling remains trapped in silos, T&S teams inside compa-
nies are routinely embattled and under-resourced, and the many volun-
tary initiatives at the heart of T&S innovation are on increasingly shaky 
ground. This is deeply troubling when the simultaneous emergence of 
T&S as a field is creating transformative new potential for collaboration, 
knowledge exchange, professionalization of T&S practices, and innova-
tion across a range of stakeholder groups. 

This annex seeks to give a light shape and context to the evolution of T&S 
and its workflows, the broad range of technologies that must incorporate 
T&S practices, the tradeoffs that practitioners and companies navigate 

I N T R O D U C T I O N

https://santaclaraprinciples.org/
https://santaclaraprinciples.org/
https://klonick.substack.com/p/the-end-of-the-golden-age-of-tech
https://klonick.substack.com/p/the-end-of-the-golden-age-of-tech
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when considering T&S challenges, the diversity of governance models that have informed the development 
of the T&S field, and how existing T&S approaches may need to adapt in the race of immersive technologies. 

T H E  E V O L U T I O N  O F  T& S
Rooted in the US technology sector, trust and safety emerged in the past fifteen years as a term to describe 
the teams and operations working to mitigate the harm (to users or others) arising from an online product or 
platform. This includes the use or misuse of the product, as well as negative interactions enabled, fostered, 
or intensified by the product’s features that diminish trust among users of a product, or between users and 
the company offering the product. 

Questions regarding trust, safety, and harm have existed since the earliest days of the internet. E-commerce, 
email, and online communities were beset almost immediately by fraud and spam; blogging and comment 
boxes immediately generated the need to counter the dissemination of child sexual abuse material (CSAM), 
hate speech, harassment, copyright infringement, and a wide range of other issues. As the internet shifted 
from individually produced content like websites and blogs to massive centralized platforms where millions—
and then billions—of people could interact online, the scale of potential harms and negative social effects 
expanded dramatically and began to encompass understanding and responding not only to risks and harms 
facing individual users, but also to risks and harms occurring at societal levels. 

No single definition of T&S holds across all audiences.1 For some experts, T&S is “an umbrella term to de-
scribe the teams at internet companies and service providers that work to ensure users are protected from 
harmful and unwanted experiences.” For others, it is “the study of how people abuse the internet to cause 
real human harm, often using products the way they are designed to work.” For still others, it is the “the 
field and practices employed by digital services to manage content- and conduct- related risks to users and 
others, mitigate online or other forms of technology-facilitated abuse, advocate for user rights, and protect 
brand safety. In practice, T&S work is typically composed of a variety of cross-disciplinary elements including 
defining policies, content moderation, rules enforcement and appeals, incident investigations, law enforce-
ment responses, community management, and product support.”t  

In essence, T&S is an evolving term that gives shape to: a complex, dynamic array of policies, processes, 
tools, practices, and technologies that are deployed by individuals or teams (“practitioners”) inside of or 
working with tech companies, to keep the users of a particular online product or platform (or those affected 
by it) safe from harm, or at least reduce the likelihood, intensity, and frequency of harm. 

Regardless of these variances, T&S remains a US tech industry-centric term that is only recently gaining 
greater traction as a field of study within academia as new initiatives strive to establish stronger academic 
underpinnings for the discipline. Policymakers and civil-society advocates, for example, use terms such as 
“platform accountability” or “platform governance” to frame concerns around the same harms that most 
companies would describe as falling within T&S. These include (but are certainly not limited to): hate speech, 
harassment, and defamation; misinformation and disinformation; child sexual abuse material and nonconsen-
sual intimate imagery; terrorist or violent content; or trolling, brigading, and impersonation. 

1  This annex is meant to provide a broad framing of how T&S practices have been developed and operate within companies. Other sources cover this 
topic more thoroughly, and should be consulted for those seeking a deeper understanding of T&S. These include: Introducing the T&S Curriculum; Digital 
Trust & Safety, https://alltechishuman.org/trust-and-safety-knowledge-hub; and https://datasociety.net/library/origins-of-trust-and-safety/; The End of the 
Golden Age of Tech Accountability - The Klonickles; and https://github.com/stanfordio/TeachingTrustSafety.

2  Please see DTSP’s Glossary of Trust & Safety Terms for comprehensive definitions of common types of abuse addressed by T&S, common types of en-
forcement used in T&S, and common strategies for developing T&S solutions. 

https://techpolicy.press/learning-from-the-past-to-shape-the-future-of-digital-trust-and-safety/
https://www.researchgate.net/figure/The-First-Spam-Message-sent-by-a-Gary-Thuerk-a-DEC-marketing-representative-to-a-huge_fig1_242416368
https://www.tspa.org/curriculum/ts-fundamentals/industry-overview/intro-to-ts/
https://tsjournal.org/index.php/jots/article/view/8/2
https://dtsp.wpengine.com/wp-content/uploads/2023/01/DTSP_Trust-Safety-Glossary13023.pdf
https://cyber.fsi.stanford.edu/io/content/sio-trust-and-safety-project
https://www.activefence.com/the-trust-safety-academy/
https://www.tspa.org/2021/06/17/introducing-the-trust-and-safety-curriculum/
https://dtspartnership.org/
https://dtspartnership.org/
https://alltechishuman.org/trust-and-safety-knowledge-hub
https://datasociety.net/library/origins-of-trust-and-safety/
https://klonick.substack.com/p/the-end-of-the-golden-age-of-tech
https://klonick.substack.com/p/the-end-of-the-golden-age-of-tech
https://github.com/stanfordio/TeachingTrustSafety
https://dtspartnership.org/glossary/
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Today, T&S teams are grappling with some of the most consequential societal challenges around the world. It 
is increasingly clear that technology policy regulations being adopted or considered in multiple jurisdictions 
will only increase the need for qualified and resourced T&S teams and analytics, and that the promotion of 
healthy online communities will continue to prove a compelling value generator for companies with varied 
products, services, and business models. It is also increasingly seen as a “license to operate” function for 
companies engaged with user-generated content.

Finally, while T&S is now expanding globally as a field, it is important to note that the standards, practices, and 
technology that scaffold T&S were constructed overwhelmingly from US value sets. This US understanding 
of harms, risks, rights, and cultural norms has informed decades of quiet decision-making inside platforms 
with regard to non-US cultures and communities. Because its roots are so culturally specific to US and to cor-
porate priorities, the emerging T&S field only represents one element of a much broader universe of actors 
and experts who also play a critical role in identifying and mitigating harm—including activists, researchers, 
academics, lawyers, and journalists. 

 As the T&S field develops into a range of different formal and informal structures, T&S practice opens up to a 
wider array of stakeholders.3 New channels for information exchange and learning exist in 2023 that can be 
game-changing for the dissemination of best practices and expertise both within the T&S practitioner com-
munity and between practitioners and a wider community of experts with aligned incentives in civil society, 
media, academia, and the public sector. Knowledge that was previously trapped within niche communities 
of practice inside large companies is finally seeing the light of day. This annex aims to illuminate a small part 
of that knowledge.

P R O D U C T S  A N D  P L AT F O R M S  W I T H I N  T H E  T& S  L A N D S C A P E
Although it is common for discussions involving T&S to focus on social media platforms and content moder-
ation, that tendency belies the wide range of products, platforms, conduct, and technologies covered by the 
emerging T&S field. It also underestimates the range and diversity of stakeholders who operate within the 
broader sector aimed at shaping T&S practices and principles. It is only in examining that larger ecosystem 
that systems-level challenges and opportunities begin to clarify, so there is tremendous value in narrating a 
range of the products and platforms that fall within the T&S orbit.4 

Social media platforms create some of the most complex—or at least the most visible—T&S challenges, 
as their core aim is putting millions or billions of people in contact with each other. Part of this complexity 
arises from the platforms’ dependence on user-generated content to create revenue (through advertising, 
subscription, micro-payments, or some other monetization strategy). The largest platforms scale across many 
different vectors, simultaneously facilitating and fighting a variety of online harms across highly contextual-
ized environments. Risks are particularly heightened when a platform begins to dominate a country’s media 
environment, telecommunications system, and business infrastructure.

Search engines facilitate and confront a complex range of harms, including: protecting users from malicious 
or fraudulent websites; combating the spread of misinformation and disinformation while balancing a range 
of contested facts; ensuring that search results do not include illegal or offensive content, while balancing 
rights to expression and to access information; supporting users who are under threat due to search results, 

3  For a deeper analysis of how T&S is emerging as a field, see Executive Report, Key Finding 1: The Emergence of a Trust and Safety Field Creates Import-
ant Opportunity. 

4  This analysis focuses on consumer-facing products; business-to-business products would also need to be considered in a more comprehensive sys-
tems-wide analysis. 

https://commission.europa.eu/strategy-and-policy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-online-environment_en
https://techpolicydesign.au/tech-policy-atlas
https://www.lw.com/admin/upload/SiteAttachments/Digital-Services-Act-Practical-Implications-for-Online-Services-and-Platforms.pdf
https://www.youtube.com/watch?v=vld5t6Ala5Q&ab_channel=Trust%26SafetyProfessionalAssociation
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_executive-report.pdf
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and striving to ensure unbiased search results that do not discriminate based on factors such as race, ethnic-
ity, gender, nationality, or religion. 

Consumer-focused messaging applications such as Signal, Telegram, WhatsApp, Facebook Messenger, 
Google Chat, and others vary greatly across cultures and use cases, and continue to evolve as users’ rela-
tionships with other online information-sharing spaces (like Facebook, Discord, Twitter, etc.) shift. Balancing 
privacy needs, encryption, and data-storage decisions with legal requirements to retain or disclose user data 
is an ongoing challenge within messaging. Just a sample of the issues that arise when chat apps are devel-
oped, or when they are embedded within other products, include: cyberbullying and harassment; scams and 
phishing attacks, the spread of spam, misinformation and disinformation, illegal content, CSAM, and violent 
or terrorist content; and protecting against the exploitation of children or the elderly. The central role that 
messaging plays in platform abuse adds an even greater level of complexity.

Streaming platforms can be broken into three primary groups: those like Netflix or Hulu that primarily pro-
vide access to official, licensed content; those such as Spotify or Apple Podcasts that allow for user-gener-
ated content but maintain licensed material; and purely user-generated streaming platforms like Twitch or 
YouTube. The T&S issues with the first group have focused primarily on advertising sensitivities (for example, 
whether to stream political ads) as well as rights to expression (such as Netflix’s acquiescence to Saudi de-
mands to block content). Regarding the second group, a longer list of risks exists based on the content being 
promoted by the service (which could include disinformation, incitement to violence, hate speech, etc.). The 
third group shares risks with social media companies and other user-generation-focused platforms, with the 
added and significant technical complexity inherent to moderating audio- and video-based content, particu-
larly that which is livestreamed. 

Gaming has long demonstrated key T&S concerns.5 Monitoring and policing problematic conversations be-
tween gamers can be challenging, especially because studies have shown that issues of sexism, racism, 
and extremist views are prevalent on gaming platforms. The large adolescent user base on many popular 
gaming platforms complicates these issues while also creating new policy needs, as do the complexities of 
moderating audio- and video-based content.

Dating apps must address harassment, hate speech, privacy risks, and geolocation risks, in addition to navi-
gating the complexities of intimate image sharing, which may be consensual or nonconsensual—or illegal, in 
the case of minors or within local law. Given the additional sensitive nature of LGBTQ+ (lesbian, gay, bisexual, 
transgender, and queer) issues, T&S teams at dating apps tend to focus on how platforms can create a safe 
space for all users.

Sharing-economy platforms such as Uber, Lyft, and AirBnB must confront a wide range of T&S issues, nota-
bly because of their role facilitating in-person interactions. Their teams focus on issues ranging from assaults, 
harassment, and hate speech to theft and fraud. They must also consider the physical safety of customers 
on both sides of the sharing arrangement, as well as the safety of individuals associated with the customer 
(for example, additional guests in a car or house) and damage to the physical components necessary for the 
sharing arrangement (e.g., a property or a car). 

App stores—mainly Apple and Google—have come under increased scrutiny for which apps they allow to be 
on the platform and increased pressure to serve as front line defenders protecting users from malicious or 
unsafe applications. App stores play a monumental role in standardizing new T&S practices and influencing 
new norms. A range of increasingly popular app stores have emerged—including the Samsung Galaxy Store, 

5  For a deeper analysis of the gaming industry, see Annex 4: Deconstructing The Gaming Ecosystem.

https://www.dazeddigital.com/life-culture/article/57307/1/gaming-is-uniquely-linked-to-racism-sexism-and-right-wing-extremism-study
https://www.dazeddigital.com/life-culture/article/57307/1/gaming-is-uniquely-linked-to-racism-sexism-and-right-wing-extremism-study
https://security.googleblog.com/2023/04/how-we-fought-bad-apps-and-bad-actors.html
https://www.forbes.com/sites/danielnewman/2022/02/10/apple-meta-and-the-ten-billion-dollar-impact-of-privacy-changes/?sh=62db00b472ae
https://www.theverge.com/2022/3/25/22996248/apple-sideloading-apps-store-third-party-eu-dma-requirement
https://www.theverge.com/2022/3/25/22996248/apple-sideloading-apps-store-third-party-eu-dma-requirement
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex4.pdf
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Amazon Appstore, Steam, and Huawei AppGallery—while smart TVs, gaming platforms like Xbox and Play-
Station, and streaming hardware also offer their own app stores. 

Additional key products and platforms navigating T&S include cloud-service providers, content-delivery net-
works, e-commerce platforms, advertising platforms (accompanying and monetizing some of the aforemen-
tioned platforms and products), “smart home” devices, wearables, transportation platforms, housing plat-
forms, cryptocurrency, and video-conferencing/e-convening platforms. 

K E Y  T& S  W O R K S T R E A M S
Different teams “slice and dice” their T&S workstreams and core functions differently. The following is an 
illustrative tour of some approaches to T&S functions.

P R O D U C T  D E V E LO P M E N T 

Similar to cybersecurity, it is a best practice to incorporate T&S objectives throughout the product-develop-
ment process. This is necessary to ensure new products and features are designed with policies in mind, and 
to identify and address potential risks early in the product-development cycle. 

   Designers play a crucial role in T&S efforts by seeking to create intuitive user interfaces 
that enable users to easily navigate safety features, such as managing privacy settings, 
blocking or muting other users, and reporting violative behavior.

   T&S personnel conduct risk assessments to explore ways in which a new product or 
feature could be subverted for fraudulent purposes or to harm users.

   Product managers and engineers translate T&S requirements into technical implementa-
tions, often applying safety-by-design principles as described above.

Integration may take the form of T&S teams working closely with product managers, engineers, designers, 
and other relevant teams. Additionally, some companies have dedicated T&S product managers, engineers, 
and other staff based in development teams. 

P O L I C Y  D E V E LO P M E N T  A N D  E N F O R C E M E N T

A foundational step for T&S teams is establishing and enforcing policies that communicate acceptable uses 
of a company’s products, as well as (where applicable) the types of content or behavior allowed on the plat-
form. With each policy, companies typically develop a high-level version with which users and the public en-
gage (some companies have referred to these as community standards or guidelines), and a more detailed 
internal version that companies utilize to enforce the policies. The Trust and Safety Professional Association, 
a membership association for T&S professionals, describes several factors that influence how these policies 
are developed, including the mission and core audiences of a company, legal requirements, the opinions of 
consumers, and third-party or business partners such as advertisers.

Policy enforcement requires a substantial investment in product, policy, and operational support. Centralized 
strategies for detection and enforcement may take proactive and reactive measures, combining machine 
detection and user reporting with content review and investigations conducted by humans. Automated sys-
tems may play a key role in initial detection and enforcement, including proprietary artificial-intelligence (AI) 
models that aim to predict whether individual pieces of content are violative. Community-oriented models for 
detection and enforcement may offer users more features and functions for flagging low-quality content, or 
might give more authority to community moderators to adjudicate community-specific standards, even when 
those standards might be more stringent than the central platform’s. Companies with a high volume of users 

https://www.buzzfeednews.com/article/johnpaczkowski/amazon-parler-aws
https://blog.cloudflare.com/why-we-terminated-daily-stormer/
https://blog.cloudflare.com/why-we-terminated-daily-stormer/
https://www.washingtonpost.com/technology/2021/09/02/amazon-ivermectin-reviews-covid/
https://www.tspa.org/
https://www.tspa.org/curriculum/ts-fundamentals/policy/policy-development/
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often need to design complex systems and specific tooling to triage signals of potential policy violations (be 
it a user flag or an AI-generated alert) into a workflow for their T&S teams. 

As companies have developed more holistic T&S regimes, enforcement mechanisms have advanced be-
yond binary “does it stay up, or get removed” decisions. Today, a piece of content that violates a policy could 
be removed, but it could also generate an array of other possible responses. For example, content could be 
allowed to stay on a platform with an added label or disclaimer suggesting that it might be misinformation, 
or content could be demoted, making it less discoverable to other users. How accurately and consistently 
such enforcement actions are taken remains at the core of discussions in T&S—certainly among observers 
who are critical of industry solutions to addressing harmful content. Faulty moderation of posts in non-English 
languages—particularly languages that are not dominant on the internet—and lack of agreement on edge 
cases (e.g., whether a post constitutes hate speech) are both commonly cited problems. 

TO O L I N G

T&S requires a technical implementation layer that can become highly complex quite quickly, and is often 
built out over time with homegrown tooling suites and organizational structures as a company becomes 
aware of harms or risks. Effective T&S is as much a logistics challenge as a policy challenge—a matter of 
facilitating effective decision-making, undergirded by technology. T&S operations (which unite tooling and 
organizational workflows) can be thought of as an interactive looping through distinct goals.6 The central 
importance of tooling can be best illustrated by cases in which tooling is inadequate or absent. For example, 
companies’ internal systems are often not tailored for the needs of Global Majority users. Companies whose 
primary revenue-driving markets are English speaking and culturally Western have proven unlikely to invest 
in building high-quality classifiers for other markets and languages, even if their products have significant 
reach in those markets. The resulting poor T&S outcomes in these markets can often be attributed to a gap 
in appropriate tooling. 

T R A N S PA R E N C Y  A N D  AC C O U N TA B I L I T Y 

The impact of content-moderation decisions on public discussion and life have made transparency reporting 
about the policy-development process, as well as the health of proactive and reactive moderation systems, 
an important pillar of T&S programs. Human-rights advocates and responsible business consultancies such 
as Business for Social Responsibility have advocated for more steps to publicly report on the development 
and efficacy of these systems. Transparency reports cover everything from enforcement around platform 
guidelines to government requests, and intellectual-property and human-rights impact assessments have 
emerged as another tool companies have used to address human-rights concerns related to content-mod-
eration topics and product-development challenges. 

Moves toward greater transparency have been welcomed by advocates, but it is important to note that trans-
parency-reporting best practices and standards are still nascent, and involve complex tradeoffs regarding 
data storage, access, and retention. No shared understanding of transparency currently exists, nor does 
any clear basis for consistent comparisons company by company. Transparency reports can generate con-
fusion or facilitate obfuscation in addition to increasing clarity. For example, if a given platform has publicly 
documented a high number of CSAM removals, does that mean the company is doing a superlative job of 
detecting and removing CSAM (i.e., good), or does it mean that the platform is awash in CSAM (i.e., bad)? Or 
does it mean that the company is more or less equal to other companies in terms of having, detecting, and 
removing the content, and simply has a better process for reporting its actions? 

6  For a deeper analysis of this topic, see Annex 2: Building Open Trust and Safety Tools.

https://www.bsr.org/
https://www.linkedin.com/pulse/human-rights-assessments-decisive-decade-applying-allison-hope
https://www.lawfareblog.com/getting-transparency-right
https://www.lawfareblog.com/getting-transparency-right
https://internews.org/wp-content/uploads/legacy/2020-09/Facebook_CESR_Accountability_Paper.pdf
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex2.pdf
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Transparency should be seen as a key area for analysis and longitudinal study in the years to come, as more 
regulatory measures demand transparency reporting from companies in some fashion. In addition, clear and 
thoughtful transparency can be good for business by reducing accusations of bias, providing corrective guid-
ance to users, and engendering trust. Notably, organizations like the Digital Trust and Safety Partnership are 
working to help define metrics and assessment tools that can be used across different companies to define 
whether a company’s investments in T&S are adding value to the product, user community, and company, 
and where the company stands in relation to peer companies. 

K E Y  T R A D E O F F S  W I T H I N  T& S
It is impossible to ensure that people can gather together in order to freely communicate, access information, 
engage with others, and build community, and also gather completely free from harm or risk. This is as true 
of offline spaces as it is online spaces, but the complexity and range of tradeoffs that must be navigated in 
online spaces are constantly evolving and consistently challenging. The following broad categories reflect 
some of the consistent tradeoffs that have helped to define core T&S work to date, and that will remain highly 
relevant as new technologies emerge.

P R OT E C T I N G  R I G H T S  V S .  M I T I G AT I N G  H A R M 

Balancing the protection of rights with the mitigation of harm has always been, and will remain, one of the 
biggest challenges impacting those charged with governing spaces where people come together online. 
Historically, rights to expression, association, access to information, and privacy have risen as the most criti-
cal rights that must be balanced—and, within the context of T&S, they are often balanced against user safety 
and also against brand safety. Further complicating this dynamic, “brand safety” may refer to reputational 
risk for advertisers generating revenue for a platform, or it may refer to the platform or hosting company’s 
own reputational risk. Increasingly, companies are being called upon to balance broader and more diffuse 
societal forms of safety, managing harms that range from widespread disinformation to potential addictions 
like gambling that their platforms may propagate. No consensus exists on the clear basis or extent of any 
particular company’s individual responsibility to consider user safety, let alone the safety of civic institutions 
or society itself, and that debate will help define the coming decade. 

Where legal or normative consensus exists with regard to a particular type of harm, collaboration, techno-
logical innovation, and policymaking have arguably advanced more rapidly. For example, terrorism and child 
sexual exploitation and abuse both developed as early focus areas for T&S efforts—not only because the 
harm they cause is egregious, but because those behaviors were clearly criminal offline in most jurisdictions. 
This facilitated faster adoption of law-enforcement standards and governmental regulations at domestic and 
transnational levels; investments in staffing, product, and policy innovation within companies; and the cre-
ation of multistakeholder initiatives that could support knowledge sharing across a broad range of experts 
and stakeholders. These issues remain complex and contested spaces—and ones in which transparency 
is notably lacking in the quasi-government institutions partnering with tech companies—but the baseline 
normative agreements that were already in place allowed some coherence to develop more quickly than in 
areas such as hate speech or tech-enabled gender-based violence. 

Indeed, one of the most dynamic and challenging issues that T&S addresses is the realm of “lawful but aw-
ful” content. This refers to content that is legal in a particular jurisdiction, but that is nevertheless considered 
unpleasant or harmful, especially when distributed at great scale, concentration, or velocity. What is “lawful” 
or “awful” varies between and within countries. What is legal in one state may be illegal in another (e.g., hate 
speech); what one community deplores may be uncontroversial elsewhere (e.g., blasphemy). And what may 

https://dtspartnership.org/best-practices/
https://www.nytimes.com/2022/04/22/technology/european-union-social-media-law.html
https://www.gov.uk/government/news/companies-must-do-more-to-ensure-safe-and-responsible-gaming-and-take-action-on-loot-boxes-to-protect-young-people
https://www.gov.uk/government/news/companies-must-do-more-to-ensure-safe-and-responsible-gaming-and-take-action-on-loot-boxes-to-protect-young-people
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be lawful for a person to express, may soon be unlawful for a company to recommend or amplify using an 
algorithm. Another critical current area of debate rests in balancing encryption and rights to privacy against 
legitimate law-enforcement and national security interests in monitoring and/or proving criminal activity. 

One of the core ideas to prevent harm before technologies evolve is the concept of safety by design, pop-
ularized by the Australian eSafety Commissioner Julie Inman Grant. It focuses on embedding responsibility 
with the service provider around the content posted, accountability and transparency, and autonomy and 
empowerment of the user. The overall aim is to foster more positive, civil, and rewarding online experienc-
es. Others have argued that centering users’ human rights rather than their safety can achieve the same 
goals, but do so with greater respect for the range of tradeoffs required when balancing safety against 
other fundamental rights. 

The extent of scholarship, research, effort, investment, and innovation that underlie the rights/harms tradeoff 
is too vast for any paper to attempt to summarize. Instead, it is critical to note that any space where hu-
mans gather online will require those governing—or seeking to govern—that space to balance safety against 
rights. As user numbers scale, so will the complexity of the tradeoffs that must be considered.7 This applies 
not only to governance policies, but also to how products and tools are developed and designed, and to how 
governing bodies—be they governments, multistakeholder forums, or companies—structure themselves.

AC H I E V I N G  E F F I C I E N C Y  V S .  E N S U R I N G  AC C U R AC Y 

Any online gathering space that allows user-generated content will inevitably need to balance the need 
to review content quickly with the need to review it accurately. Some form of automated content review 
(i.e., content moderation) will always be required, and some capacity to examine automated decisions for 
errors will also always be required. This is further complicated by the challenges of operationalizing certain 
policies at scale and the need for policies to adapt to newly emerging threats or environmental changes. 
No industry standard currently exists to guide companies in determining when and how to build in-house 
capacity for content review vs. when to outsource that capacity, and a vast gap exists between the capacity 
of the largest technology companies and that of almost all other companies. Indeed, smaller companies 
and start-ups may outsource the operational elements of content moderation, as well as aspects of their 
policy-development process.

Ensuring operational approaches—from workflow to tooling to company structures—consistently, accurately, 
and efficiently enforce policies is a substantial and continuously evolving effort that requires deep invest-
ment in technical and policy expertise and guidance. Even large companies quickly exceed their capacity to 
conduct human detection and review of contested or problematic content. To aid in detection and review, 
companies generally invest in some mix of building their own automated systems and artificial intelligence, 
and hiring external vendors that specialize in a particular type of analysis or review. 

One key question will always be the accuracy of the automated system a company is using. Many companies 
utilize AI systems that are supervised models and require labeled data. It is difficult to develop robust models 
to identify and enforce against potentially violative content or behavior without a large dataset of previously 
identified violations. It is challenging to achieve meaningful enforcement in situations in which companies 
lack data, or sufficiently high-quality data, to be able to train their models. This helps to explain why the larg-
est platforms are capable of building vast content-moderation systems, whereas smaller companies need to 
bring in external capacity. 

7  For a deeper analysis of how greater interoperability between T&S and human rights could serve to strengthen both fields, see Executive Report, Key 
Finding 4: Learning from Mature, Adjacent Fields Will Accelerate Progress.

https://www.esafety.gov.au/industry/safety-by-design
https://www.esafety.gov.au/about-us/who-we-are/about-the-commissioner
https://www.techdirt.com/2022/11/02/hey-elon-let-me-help-you-speed-run-the-content-moderation-learning-curve/
https://www.tspa.org/curriculum/ts-fundamentals/automated-systems-and-ai/
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_executive-report.pdf
https://www.atlanticcouncil.org/scaling-trust-on-the-web/scaling-trust-on-the-web_executive-report.pdf
https://www.atlanticcouncil.org/scaling-trust-on-the-web/scaling-trust-on-the-web_executive-report.pdf
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Even the best algorithms, however adept they are at scanning massive amounts of flagged content (be it text, 
images, audio, or video), will miss nuance and still require humans to manually review content. Machines are 
trained to track predetermined pieces of language, data, or hashes, without context. Cultural and linguistic 
nuance remains a major challenge for even the biggest companies. Differential capacity to review content 
accurately across different languages or communities has been, and will remain, an evergreen problem that 
disproportionately exposes some communities to much greater risk than others. Humans who take on direct 
content review— in part to make automated decisions more accurate and more equitable—also take on prov-
en, significant risk to their own physical and mental health. (See below for more on this topic.) 

Technological innovations rapidly and consistently shift the accuracy and speed of automated approaches. 
The tooling and computing speeds necessary to support real-time audio- and video-based content moder-
ation dramatically outpace the amount of audio- and video-based content users generate. Meanwhile, the 
introduction of generative AI capabilities to the general public will fundamentally shift standard practices for 
everything from creating content to reviewing it.8 What will not change is the fundamental challenge of bal-
ancing the need for accuracy with the need for efficiency. 

E N S U R I N G  H U M A N  R E V I E W  V S .  D E P L E T I N G  H U M A N  R E S I L I E N C E 

As noted above, human review of content is a widespread basis of T&S teams and practices, but that re-
view comes at a cost. Indeed, T&S communities and organizations have grown rapidly since 2020, in part, 
because practitioners are seeking support from others who understand and sympathize with the challenges 
of their role. T&S practitioners—from frontline content moderators to individuals in public-facing leadership 
roles at large companies—take on T&S work at significant risk to their psychological, physical health, and, at 
times, physical safety. Working consistently at the heart of T&S dilemmas requires a level of resilience that 
most humans cannot sustain. This applies not only to T&S practitioners, but also to activists, researchers, and 
journalists, who often serve as first responders for their own constituencies. It is imperative that this truth be 
recognized, acknowledged, and addressed continuously as online spaces shift, evolve, and expand.9  

C E N T R A L I Z AT I O N  V S .  D E C E N T R A L I Z AT I O N

Centralized services have provided convenience and accelerated the maturity of the internet as we know it 
today. The increasing popularity of the fediverse raises new challenges, too.10 It is not yet clear how emerg-
ing regulations—such as, for example, the Digital Services Act (or traditional T&S knowhow)—will be applied 
to federated spaces. Standard T&S tooling relies heavily on centralized architectures, workflows, and data 
stores—none of which may exist in a federated space. Decentralized platforms operate without a central 
authority (or with central authorities having limited areas of scope), which means that individual administra-
tors bear significant responsibility for creating or enforcing T&S policies or addressing harmful content. This 
opens up significant space for abuse or arbitrary decision-making in its own right. Decentralized platforms 
that allow pseudonyms or anonymous identities can incentivize expression by protecting rights to anonym-
ity, while also making it harder to identify users who engage in harmful behavior. Absent a central authority, 
it can be difficult to enforce consequences for harmful behavior, such as banning a user, and it can also be 

8  For more on how generative AI may be applied to content moderation, see Annex 2: Building Open Trust and Safety Tools and Annex 6: Learning from 
Cybersecurity, Preparing for Generative AI

9  For a deeper analysis of this topic, see Executive Report, Key Finding 3: Protecting Healthy Online Spaces Requires Protecting the Individuals Who 
Defend Them. 

10  For a deeper analysis of this topic, see Annex 5: Collective Security in a Federated World.

https://foreignpolicy.com/2019/05/07/big-tech-is-as-monolingual-as-americans/
https://foreignpolicy.com/2019/05/07/big-tech-is-as-monolingual-as-americans/
https://www.lawfareblog.com/what-earth-fediverse
https://reason.com/volokh/2022/11/21/mastodons-content-moderation-growing-pains/
https://reason.com/volokh/2022/11/21/mastodons-content-moderation-growing-pains/
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex2.pdf
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex6.pdf
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex6.pdf
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_executive-report.pdf
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex5.pdf
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difficult to challenge an unjust or ill-informed decision that punishes a user. This tension may prove to be 
increasingly important as immersive applications based more squarely in decentralized gaming architectures 
gain influence over gathering places online. 

G R O W T H  V S .  S A F E T Y 

T&S professionals have pointed out the challenges companies face in balancing business goals, such as 
prioritizing growth (either user scale or revenue) with commitments to supporting healthy experiences on 
content platforms. T&S needs correlate closely with scale, but no bright line delineates where a particular 
element of growth (revenue, intentional expansion, adoption within new markets, etc.) should galvanize a 
proactive investment in new T&S policies, teams, services, or tooling in order to support user safety. Few 
resources currently exist to support companies or T&S teams in threat modeling particular scenarios and 
proactively mapping growth against safety (the equivalence of a heat map for societal unrest or division, for 
example). Without clear tooling in place, it may be unclear to those within a platform which languages are 
increasing in use or popularity on a platform, or which communities may be increasing their presence. 

The absence of maturity models also continuously undermines T&S forecasting, investments, and prioritiza-
tion. The T&S investments needed to mitigate a company’s own reputational risk may not reflect the most 
endemic harms or risks on a platform, but rather one isolated incident of particular severity or one particu-
larly controversial decision. A rare study of content-moderation costs for start-ups and mid-sized online ser-
vice providers found that, for mid-sized companies, “cross-company collaborations following controversial 
or high-profile moderation decisions and could represent up to 10,000 work hours annually, the full cost of 
which [was] difficult to estimate given the varying salaries and opportunity costs implicated.” This challenge 
continues today, even with new and well-resourced platforms. 

S H O R T-T E R M  E X P E N D I T U R E  V S .  LO N G -T E R M  VA LU E

Making the business case for T&S is an ongoing and evolving conversation that should involve all company 
stakeholders.11 When growth is the metric that a company’s investors need to see before they will continue 
investing, the growth team—and the metrics it uses—will be center stage in orienting a company’s efforts. 
This affects T&S work in several ways. First, the traditional imperatives of early and mid-stage tech compa-
nies—growth and revenue—drive the mission. T&S, both functionally and culturally, is often viewed as a side-
show or speedbump to these key drivers or, worse, in fundamental tension with them. This dynamic often 
traces back to the early days of a company. A company is not lacking a T&S function, or even competent T&S 
work happening within the company. Rather, T&S concerns are ignored, discounted, or outweighed by the 
perceived needs of rapid growth and revenue, and categorized as something to prioritize later, once growth 
and monetization have been sorted out. 

Even where company employees and executives value T&S, establishing constructive metrics remains a per-
nicious challenge. As with a municipality contending with public safety and well-being, T&S governance and 
enforcement are greater than the sum of their parts. Countless decisions on policy categories and individual 
cases have a collective effect on the health of an online space. There are some areas in which the overlap 

11  With a few noteworthy exceptions, the venture capital (VC) investors behind emerging technology either have not prioritized T&S issues or appear to 
be intentionally indifferent. In general, investors and executives have failed to connect durable value generation with investment in T&S practices. It is 
imperative to improve investors’ understanding of the fundamental role T&S will play in generating value. Given the mad rush among VCs to fund AI-
based products and companies, it will be critical for investors to understand where their AI investments would benefit from T&S teams or practices of 
their own, where AI-based approaches could actually further T&S, and what the limitations of AI are in a domain where human expertise and judgment 
have proven indispensable. For more on private investment as a market driver, see Executive Report, Key Finding 7: Systemic Harm is Driven by Market 
Failures that Must Be Addressed.

https://www.hindustantimes.com/world-news/afghan-youth-debate-taliban-over-poetry-and-human-rights-on-clubhouse-101626411885107.html
https://static1.squarespace.com/static/571681753c44d835a440c8b5/t/61b26e51cdb21375a31d312f/1639083602320/Startups%2C+Content+Moderation%2C+and+Section+230+2021.pdf
https://www.vanityfair.com/news/2023/05/bluesky-social-twitter-content-moderation
https://drive.google.com/file/d/1TrSrGjXc5yld3ARUg3fBj6I87qHIC29Z/view?usp=sharing
https://www.techcircle.in/2023/05/12/why-trust-and-security-are-essential-for-the-future-of-generative-ai
https://techcrunch.com/2023/03/28/generative-ai-venture-capital/
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_executive-report.pdf
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of user safety and traditional metrics are increasingly visible and aligned with robust T&S practices—such as 
user churn, where users who experience abuse or toxicity are more likely to stop using the product, some-
times very quickly. Similarly, a prevalence of scammy ads on a platform will decrease the clickthrough rate of 
all ads on the platform. However, many decisions are difficult to quantify. 

If a company cannot measure T&S performance and impact, then incentives are difficult to align. At present, 
it is next to impossible for a chief operating officer (COO) or chief executive officer (CEO) to know if their T&S 
team is excelling or lagging. T&S is not amenable to conventional reporting metrics such as OKRs (objectives 
and key results), and requires a range of new metrics that capture the positive effects of T&S investments in a 
tangible way. Such metrics must tie into core product and engineering OKRs and metrics to ensure alignment 
across a company and, ideally, across tech sectors. If there are no solid metrics with which to measure safety, 
it’s hard to make safety matter—hard to promote people based on effectively increasing safety, hard to orient 
teams around promoting safety, and hard to demonstrate to investors (when the company is privately held) 
or to investment analysts (if the company is publicly traded) that a product has achieved growth and revenue 
while also making meaningful advances in user safety. 

The perception that T&S investments are a cost center, rather than a value generator, remains one of the 
greatest barriers blocking more widespread and consistent adoption of T&S practices and standards. This 
disconnect also fundamentally implicates how investors and boards consider T&S investments within broad-
er parameters of due diligence and fiduciary duty. Mass layoffs in the T&S community in 2022 and 2023, as 
well as ongoing shifts in the structure and expertise companies are seeking as they take on heavier com-
pliance responsibilities, have demonstrated how significantly externalities can impact T&S goals and strat-
egies inside companies. Immense need exists to define stronger metrics and assessment tools that can be 
used across different companies to define whether a company’s investments in T&S are adding value to the 
product, user community, and company, and where a company stands in relation to its peers. Some notable 
progress is being made in this regard. In addition, the emergence of new and widespread regulatory require-
ments will also fundamentally reshape how companies evaluate investments and forecast costs. 

I N T E R N A L  P R O C E S S  V S .  E X T E R N A L  E X P E R T I S E

Companies are not necessarily lacking outside stakeholders (some with useful subject-matter expertise, 
others mainly with political power) offering their opinions on what the company should do in any given 
situation, or as a matter of policy. Practical issues make it difficult to harness such subject-matter expertise 
when it is offered. 

First, such subjects are almost never politically neutral. One safety issue for a given external stakeholder is 
often in tension with an issue close to the heart of another stakeholder—such as LGTBQ safety and rights on 
the one hand, and religious organizations protecting their adherents’ right to free speech on the other, and 
the rights and safety of trans-exclusionary radical feminists on another. Each of these groups has different en-
tities to advocate for its agency and to press companies to enforce terms of service “fairly”—often meaning 
in line with that group’s worldview and values. These demands will sometimes be mutually exclusive. 

Second, companies may rightfully be wary of too closely adopting the views or recommendations of any one 
organization at the risk of being seen as “rubber stamping” the values or preferences of any one particular 
outside organization, or of giving that organization (and, by extension, political partisans who support it) an 
inside track to having its moderation preferences implemented by the company. 

Finally, standardized models for connecting external expertise to teams inside of companies— particularly 
T&S product and tooling teams—remain a significant and counterproductive gap within industry. This impacts 
expertise from civil society and academia. 

https://dtspartnership.org/dtsp-safe-assessments-report/
https://dtspartnership.org/dtsp-safe-assessments-report/
https://dtspartnership.org/dtsp-safe-assessments-report/
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   The onus continuously rests on civil society—which, as a field, comprises organizations 
that are generally smaller and less well resourced, and which navigate challenging op-
erating environments—to adapt to the operational needs of well-funded, empowered 
corporations. Civil-society organizations lack insight into how the feedback they provide 
is used. Externally facing mechanisms focused on policy development or the reporting of 
“bad” content have been the most common mechanisms that companies have piloted, 
but they have not proven sustainable or effective, and can be perceived by civil society 
as token initiatives that pull precious time and focus, while offering limited impact in re-
turn. 

   The state of practices, tools, systems, policies, and partnerships used in contemporary 
T&S practice is not captured in so-called transparency reporting mechanisms (reports, 
blog posts, etc.) by platforms, nor is it properly reflected in academic research. As a spe-
cific example, academics lack access to the same data sets and other information con-
tained in companies, as well as the tooling that would allow them to analyze those data. 
Closing this gap is essential, as independent academic research helps accountability, 
innovation, and field-wide transparent dissemination of best practices. 

R E AC T I V E  E N F O R C E M E N T  V S .  P R OAC T I V E  P R O D U C T  D E S I G N

Many conventional and external understandings of T&S begin and end with enforcement—rules, policies, 
takedowns, timeouts, and account bans. For many years, T&S operations have revolved around enforce-
ment, as well as intervention into the operation of the service. Teams of reviewers have relied on automation 
(sometimes extensively and other times more sparingly) to detect T&S violations and/or implement T&S deci-
sions. But, an increasing part of T&S teams and their role within tech companies involves a more organic re-
lationship with the product team—evaluating a potential or planned product or feature for the ways it is likely 
to be misused or abused, the types of harms that might be foreseen, and, in some cases, helping to figure out 
how to modify the product to mitigate those risks before it has shipped. This differs from traditional enforce-
ment-centered work in a number of ways. It is proactive rather than reactive, and it is tied to the nature of the 
product itself rather than directed at intervening into human behavior by applying rules and policies. It leads 
to different staffing choices and focus areas for a T&S team—specifically, more people with experience in 
product, data science, and engineering. Increasingly, a modern T&S team is not just traffic cops, but seatbelt 
makers. These changes are still in flux and under way across the tech industry, but have deep implications 
for how product development is done, and the relationship among internal company stakeholders—product, 
engineering, user research, legal, T&S—collaborating on new product surface areas before they launch.

LO O K I N G  A R O U N D :  K E Y  S E C TO R S  A N D  F I E L D S  
T H AT  C A N  I N F O R M  T& S  G OA L S  12

The technology sector has long suffered from the presumption that its problems are novel, and that relevant 
knowledge must then be developed sui generis in bespoke, tech-centric settings. Trust and safety arose 
through an attempt, in part, to address societal problems as they manifested in digital settings. The technol-
ogy sector was late to recognize any larger responsibility to address those issues, which meant that other 
sectors have long been approaching similar questions from the other (non-technological) side of a problem. 

12  For a deeper analysis of this topic, see Executive Report, Key Finding 2: Academia, Media, and Civil Society Bring Crucial Expertise to Building Better 
Online Spaces.

https://repositorio.udesa.edu.ar/jspui/bitstream/10908/17692/1/%5BP%5D%5BW%5D%20DT26-Dvoskin%2C%20B..pdf
https://law.yale.edu/sites/default/files/area/center/isp/documents/trustedflaggers_ispessayseries_2022.pdf
https://law.yale.edu/sites/default/files/area/center/isp/documents/trustedflaggers_ispessayseries_2022.pdf
https://www.lawfareblog.com/lawfare-podcast-brian-fishman-violent-extremism-and-platform-liability
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_executive-report.pdf
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T&S is just one subset of a much broader universe of actors from sectors such as academia, civil society, and 
media who have played critical roles in identifying and mitigating harm, even though they may not be seen 
(or see themselves) as operating within the T&S field. 

The budding T&S academic initiatives described above (courses, journals, research conferences) are essen-
tial at a moment when the gap between practitioners and the academic community is large. More must be 
done to help ensure that practitioners are better informed by relevant academic research and, in turn, that 
academic research can be shaped by an accurate understanding of evolving practice. The current state of 
practices, tools, systems, policies, and partnerships used in contemporary T&S practice is not captured in so-
called transparency-reporting mechanisms (reports, blog posts, etc.) by platforms, nor is it properly reflected 
in academic research. Closing this gap is essential, as independent academic research helps accountability, 
innovation, and field-wide transparent dissemination of best practices. 

In addition to academia, civil-society organizations and independent researchers have always played critical 
roles in protecting the broader interests of T&S. Civil-society actors, especially in the Global Majority, have 
exposed the negative impacts of many platforms by identifying, naming, and analyzing harms or potential 
risks, including risks to human rights. Civil-society groups have also played a major role in analyzing the 
negative impacts of different revenue models and in bridging the gap between companies and high-risk or 
marginalized communities, especially through multistakeholder efforts. 

Civil society also functions as a major lever for change. Groups have developed independent recommen-
dations for the private sector, worked directly with individual platforms to provide counsel and expertise 
on complex questions involving their constituencies, and organized to shift political will at companies to 
respond to harms. The development of voluntary frameworks, such as the Santa Clara Principles and the 
Manila Principles, has helped drive forward debate and consensus around best practices and minimum ac-
ceptable standards for companies. Nongovernmental organizations (NGOs) have also fostered innovation 
by designing independent accountability frameworks and trackers, recommendations for product design, 
user interfaces, security features, reporting, and new features. Civil-society-driven work with marginalized 
communities has resulted in powerful new product offerings that have improved safely and driven growth. 

However, standardized models for connecting external civil-society (and academic) expertise to teams inside 
of companies—particularly T&S product and tooling teams—remains a significant and counterproductive gap 
within industry. The onus continuously rests on civil society—which, as a field, comprises organizations that 
are generally smaller and less resourced, and which navigate challenging operating environments—to adapt 
to the operational needs of well-funded, empowered corporations. On top of this, civil-society organizations 
generally lack insight into how the feedback they provide is used. Externally facing mechanisms focused on 
policy development or the reporting of “bad” content have been the most common mechanisms that compa-
nies have piloted, but they have not proven sustainable or effective, and can be perceived by civil society as 
token initiatives that pull precious time and focus while offering limited impact in return. 

Civil society can, and should, play an important role in proactive policy and system design. This would com-
plement the capacities of professional T&S teams and deepen those teams’ understanding of issues like 
societal-level risks or specific bad actors. Civil society can also play a particularly important role in identifying 
how harms operate and evolve across platforms. This is an analysis that T&S teams inside companies often 
lack the access, resources, or permission to track themselves, but that is of critical importance to under-
standing and illuminating societal-level risks, as well as specific bad actors. Absent civil-society expertise, 
enormous gaps would open around the world in collective understanding of how harms propagate, and how 
products can be developed that protect fundamental rights and serve users’ needs.

Media have also played a key role in driving attention to T&S, notably in the areas of platform vulnerabilities. 
There are limitations and shortfalls within the current practice of technology journalism, though, as well as 

https://safiyaunoble.com/wp-content/uploads/2020/09/Algorithms_Oppression_Introduction_Intro.pdf
https://technology.witness.org/
https://www.technologyreview.com/2021/11/20/1039076/facebook-google-disinformation-clickbait/
https://www.technologyreview.com/2021/11/20/1039076/facebook-google-disinformation-clickbait/
https://gifct.org/
https://help.twitter.com/en/rules-and-policies/government-media-labels
https://about.meta.com/actions/safety/onlinechildprotection/reporting/
https://act.colorofchange.org/sign/keeptwittersafe?source=coc_main_website&_gl=1*1n2atv*_ga*MTEzMjM2MzcuMTY4NDIzOTg3NA..*_ga_81WFRBRG4C*MTY4NDIzOTg3NC4xLjEuMTY4NDIzOTg3OC4wLjAuMA..
https://santaclaraprinciples.org/
https://manilaprinciples.org/index.html
https://rankingdigitalrights.org/bts22/
https://rankingdigitalrights.org/index2020/companies/Telefonica
https://www.wired.com/story/technology-design-marginalized-communities/
https://guardianproject.info/
https://www.newamerica.org/oti/reports/transparency-reporting-toolkit-content-takedown-reporting/
https://cyber.harvard.edu/publication/2022/digital-crime-scenes
https://cyber.harvard.edu/story/2022-05/design-margins
https://kr-asia.com/facebook-rolls-out-new-safety-feature-to-protect-myanmar-protestors
https://dtspartnership.org/dtsp-safe-assessments-report/
https://dtspartnership.org/dtsp-safe-assessments-report/
https://repositorio.udesa.edu.ar/jspui/bitstream/10908/17692/1/%5BP%5D%5BW%5D%20DT26-Dvoskin%2C%20B..pdf
https://law.yale.edu/sites/default/files/area/center/isp/documents/trustedflaggers_ispessayseries_2022.pdf


15

S C A L I N G  T R U S T  O N  T H E  W E B   A N N E X  1  :   C U R R E N T  S TAT E  O F  T R U S T  A N D  S A F E T Y

threats to the future viability of independent media across the world. These include inattention to and ig-
norance of the issues among media professionals, a tech-industry backlash against investigative or critical 
reporting, downward pressures on journalism’s business model globally and the subsequent hollowing out 
of newsrooms, and increasing political constraints on the free press across the world. Media coverage signifi-
cantly shapes what the general public understands, whether or not that coverage is accurate or factual. Poor-
ly reported or sensationalist stories exacerbate mistrust and rivalry between the tech industry and media. 
Additionally, the volume of poorly reported, technically inaccurate, or distorted coverage has real negative 
consequences for public understanding of technology, particularly when it comes to informing lawmakers 
and demand for regulation. 

Significant value would be derived from improving relations between the sectors, including educating more 
journalists on relevant technical and policy issues, and engaging policy and product leaders within compa-
nies to better understand the role and value of the fourth estate. Increasing journalistic capacity to report on 
the impact of different platforms in marginalized communities, as well as across the Global Majority, is also 
key. Coverage of how platform decisions affect Global Majority countries is rarely at the front of the agenda, 
and the revelation of potential harms invariably comes after damage has been done. 

G O V E R N A N C E  M O D E L S  I N  T R U S T  A N D  S A F E T Y
“Who decides (and on what basis)?” is the existential question at the heart of T&S practice, as well as the 
industry in which it has developed. At the broadest level, no clear global law or normative framework applies 
to technology companies or (by extension) their T&S practice. The specifics of how internet companies are 
governed vary based on their size, business model, geographic location, and the prevailing legal and social 
contexts in which they operate. In addition to internal governance policies (as described above), companies 
may rely upon a wide range of additional governance models. The following offer an illustrative list of differ-
ent approaches. 

1   External engagement: At the most micro level, companies may have internal-governance 
policies (as described above) that derive purely from a company’s own values or priorities. 
Some companies, like Twitch, Meta, Spotify, or TikTok, may augment their governance 
structures or decision-making process by creating external (and generally non-binding) 
engagement mechanisms such as an advisory board or safety council. The Meta Over-
sight Board goes beyond that by operating as an independent entity, funded by Meta, 
with binding decision-making authority over isolated Meta cases. The board has hinted at 
grander aspirations. 

2   Voluntary industry groups: Other self-regulatory initiatives may go beyond a particular 
company to bring companies together in industry groups or associations that establish 
commitments to codes of conduct, principles, or principles. For example, the Oasis Con-
sortium offers safety standards that companies can commit to uphold. The Digital Trust & 
Safety Partnership was founded by companies such as Discord, Google, LinkedIn, Meta, 
Microsoft, Patreon, Pinterest, Reddit, Shopify, Twitter, and Vimeo to share, develop, and 
promote industry best practices on issues related to trust and safety. Its Best Practices 
Framework aims to provide a uniform method to assess online content and conduct-re-
lated risks. 

3   Voluntary multistakeholder initiatives: Additional self-regulatory initiatives expand be-
yond industry to multistakeholder efforts that more closely resemble the multistakeholder 
models that have helped define internet governance. For example, the Global Network 

https://www.techdirt.com/2022/05/17/a-guide-for-tech-journalists-how-to-be-bullshit-detectors-and-hype-slayers-and-not-the-opposite/
https://www.techdirt.com/2022/05/17/a-guide-for-tech-journalists-how-to-be-bullshit-detectors-and-hype-slayers-and-not-the-opposite/
https://www.npr.org/2023/04/12/1169269161/npr-leaves-twitter-government-funded-media-label#:~:text=Charles%20Dharapak%2FAP-,NPR%20announced%20it%20would%20cease%20posting%20to%20Twitter%20after%20the,%22Government%2Dfunded%20Media.%22&text=NPR%20will%20no%20longer%20post,on%20the%20social%20media%20platform.
https://niemanreports.org/articles/journalism-under-pressure/
https://www.pewtrusts.org/es/trust/archive/fall-2018/the-hollowing-out-of-newsrooms
https://www.pewtrusts.org/es/trust/archive/fall-2018/the-hollowing-out-of-newsrooms
https://www.ohchr.org/en/stories/2022/07/un-expert-warns-dangerous-decline-media-freedom
https://www.brookings.edu/blog/techtank/2022/08/29/frenemies-global-approaches-to-rebalance-the-big-tech-v-journalism-relationship/
https://www.forbes.com/sites/ericjackson/2015/03/17/the-problem-with-mainstream-tech-journalism-and-how-to-fix-it/?sh=40a163fc22b5
https://safety.twitch.tv/s/article/Safety-Advisory-Council?language=en_US#:~:text=It%20is%20composed%20of%20online,relevant%20personal%20and%20professional%20experiences.
https://www.facebook.com/help/222332597793306
https://newsroom.spotify.com/2022-06-13/introducing-the-spotify-safety-advisory-council/
https://newsroom.tiktok.com/en-gb/tiktok-european-safety-advisory-council
https://www.oversightboard.com/
https://www.oversightboard.com/
https://www.engadget.com/facebook-oversight-board-other-companies-202448589.html
https://www.engadget.com/facebook-oversight-board-other-companies-202448589.html
https://www.oasisconsortium.com/
https://www.oasisconsortium.com/
https://dtspartnership.org/
https://dtspartnership.org/
https://globalnetworkinitiative.org/
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Initiative (GNI) establishes voluntary principles to protect user rights to freedom of expres-
sion and privacy. Its corporate members commit to independent audits to ensure that they 
are in compliance with those principles, and work closely with academic, investor, and 
NGO constituencies inside GNI to develop principles, best practices, and knowledge ex-
change across the membership. The Global Internet Forum to Counter Terrorism (GIFCT) 
is a multistakeholder effort aimed at developing technological solutions against terrorism 
and violent extremism, conducting research, and sharing knowledge with smaller compa-
nies, as well as civil society and academia. 

4   Government-created voluntary mechanisms: Governments have also established vol-
untary mechanisms that can help move governance forward, even as they refrain from 
carrying the enforcement authority of regulations or legislation. The EU Code of Practice 
on Disinformation aims to motivate companies to collaborate on solutions to the problem 
of disinformation, and was strengthened by the European Commission in 2022. The Euro-
pean Commission has been clear that the Code of Practice, while voluntary, will become 
a central pillar of Digital Services Act compliance for platforms, significantly shifting the 
incentive structure in favor of this voluntary mechanism. The Christchurch Call: Home is 
a government-led, non-binding initiative to curb the spread of terrorist material online, 
launched by French President Emmanuel Macron and New Zealand Prime Minister Ja-
cinda Ardern after the 2019 Christchurch terrorist attacks. The United Nations Guiding 
Principles on Business and Human Rights (UNGP) increasingly inform assessments and 
voluntary principle mechanisms in the technology industry, and offer a set of guidelines 
for state actors and companies to prevent, address, and remedy human-rights abuses 
committed in business operations. However, these principles were not initially created to 
address human-rights risks in the online environment.

5   Civil-society-developed frameworks: Companies may also sign onto principles that have 
been developed entirely outside industry. The Santa Clara Principles 2.0 emerged from a 
coalition of civil-society organizations and academics, as standards directed at state actors 
and internet platforms. The Manila Principles on Intermediary Liability were developed by 
several NGOs and digital-rights organizations, and serve as a roadmap for “internet inter-
mediaries”—search engines, social networks, telecom companies, and internet services 
providers (ISPs). They offer a set of standards based on international human-rights instru-
ments and other international legal frameworks to combat online censorship and other 
human-rights abuses. 

6   Binding laws and regulations: Finally, companies are subject to an increasing array of 
laws and regulations.13 Some, like the General Data Protection Regulation (GDPR), the 
Digital Millennium Copyright Act (DMCA), and Section 230 of the US Communications De-
cency Act (CDA), have long governed companies’ decisions regarding content and user 
data. The upcoming Digital Markets Act and Digital Services Act from the European Union 
are seen as once-in-a-generation laws that may fundamentally change how platforms op-
erate and determine tradeoffs.

13  For a deeper analysis of the role of emerging regulation as a market driver, see Executive Report, Key Finding 7: Systemic Harm Is Driven by Market 
Failures That Must Be Addressed.

https://globalnetworkinitiative.org/
https://gifct.org/
https://digital-strategy.ec.europa.eu/en/library/2022-strengthened-code-practice-disinformation
https://digital-strategy.ec.europa.eu/en/library/2022-strengthened-code-practice-disinformation
https://digital-strategy.ec.europa.eu/en/policies/code-practice-disinformation
https://www.christchurchcall.com/
https://www.ohchr.org/Documents/Issues/Business/Intro_Guiding_PrinciplesBusinessHR.pdf
https://www.ohchr.org/Documents/Issues/Business/Intro_Guiding_PrinciplesBusinessHR.pdf
https://santaclaraprinciples.org/
https://manilaprinciples.org/index.html
https://gdpr-info.eu/
https://www.eff.org/issues/dmca
https://www.theverge.com/21273768/section-230-explained-internet-speech-law-definition-guide-free-moderation
https://www.theverge.com/21273768/section-230-explained-internet-speech-law-definition-guide-free-moderation
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_executive-report.pdf
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LO O K I N G  A H E A D :  K E Y  T& S  C H A L L E N G E S  I N  I M M E R S I V E  S PAC E S  14

All of the considerations raised in this annex will apply to emerging technologies including but not limited to 
the rapidly evolving world of extended-reality (XR) platforms, products, and tools. Many of the biggest issues 
in the XR ecosystem—content moderation, ads and monetization, user safety, privacy, sustainability, and ac-
cess to technology—present similar manifestations of the challenges companies, regulators, and users have 
experienced in attempting to mitigate online expression and harm concerns on social media and internet 
platforms. Privacy and cybersecurity will be at play as well. For example, the volumes of data collected and 
traffic sent as part of gaming platforms are of interest to companies and governments—and, potentially, to 
criminal actors as well. XR environments may be centralized or decentralized, and the risks and opportunities 
present in those respective environments reflect those shared by non-XR spaces.15  

One specific hallmark differentiating XR spaces from more traditional (or “flat”) spaces is XR’s focus on 
achieving fidelity, i.e., accurately reproducing or simulating the real-world environment, objects, or actions 
in order to make an XR experience look, feel, and sound as realistic as possible to a user. The neuroscience 
behind XR can lead to a blurring of what is or isn’t real; as a result, the consequences of harmful or inappro-
priate behavior may be more acute. Different levels of fidelity also impact the degree to which information 
about the user can be ascertained by their behavior within the ecosystem. In addition, the more that XR 
environments can create totally new scenarios and possibilities for users, the greater the possibility that new 
experiences in a virtual environment will create unforeseen harms. 

Although this section is focused on charting harm and risk, it is critical to note that virtual-reality (VR) spaces 
can also create opportunities for unforeseen and uncharted benefits. For example, initial studies indicate 
that VR spaces can improve retention in educational programming or support individuals struggling with 
mental-health challenges, while innovative new VR-based initiatives are striving to increase awareness of 
human-rights violations or help prepare witnesses and victims to testify in international criminal tribunals. 

C O N T E N T  A N D  C O N D U C T  M O D E R AT I O N

Many of the content-moderation issues discussed in the T&S space today (various incidents of bullying, 
harassment, hate speech, exposure to offensive/explicit/extremist content, dissemination of misinformation 
and disinformation) apply to XR as well. For example, groups and individuals have been found using games 
and game-related platforms to normalize extremist views, and survey-based research has demonstrated the 
continuing role that harassment plays in gaming environments online. 

In addition to increasing the intensity of some harms, the richness and freedom afforded by higher-fidelity 
interactions and environments can also introduce new vectors for harm. Unlike in flat digital experiences, 
nonverbal cues such as facial expressions, eye contact, and body language are often made possible in VR. 
Compounding matters, such cues are often still difficult to interpret due to the current representational limits 
of technology and the absence of well-established social norms or codes of conduct, making it harder to ac-
curately interpret the meaning behind someone’s words or actions. Current content-moderation norms and 
regulations (which are already complicated, fragmented, controversial, and quickly evolving) will have to be 
adapted to properly address the challenges presented in the XR ecosystem. In preparation for XR modera-
tion, stakeholders will need to develop strategies for addressing familiar issues in new technological contexts. 

14  For a deeper analysis of T&S considerations in XR, see Annex 4: Deconstructing the Gaming Ecosystem. 

15  For a deeper analysis of the specific challenges of responding to traditional T&S concerns in federated or decentralized spaces, see Annex 5: Collective 
Security in a Federated World.

https://time.com/6197849/metaverse-future-matthew-ball/
https://time.com/6197849/metaverse-future-matthew-ball/
https://www.lawfareblog.com/lawfare-podcast-interview-metas-chief-privacy-officers
https://link.springer.com/article/10.1007/s10055-020-00440-y
https://www.pwc.com/us/en/tech-effect/emerging-tech/virtual-reality-study.html
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7366939/
https://www.bbc.co.uk/blogs/aboutthebbc/entries/d04e1c05-8e28-4c65-b56a-6f37ef2780e1
https://www.nobodys-listening.com/
https://www.nobodys-listening.com/
https://www.irishnews.com/business/2023/05/02/news/international_criminal_court_to_use_belfast_start-up_s_virtual_reality_tech-3246028/
https://www.frontiersin.org/articles/10.3389/fcomm.2022.1007128/full
https://www.adl.org/resources/report/hate-no-game-harassment-and-positive-social-experiences-online-games-2021
https://home-affairs.ec.europa.eu/networks/radicalisation-awareness-network-ran/publications/extremists-use-gaming-adjacent-platforms-insights-regarding-primary-and-secondary-prevention_en
https://www.researchgate.net/publication/355439660_Exploring_toxic_behavior_in_multiplayer_online_games_perceptions_of_different_genders
https://www.researchgate.net/publication/355439660_Exploring_toxic_behavior_in_multiplayer_online_games_perceptions_of_different_genders
https://itif.org/publications/2022/04/28/lessons-social-media-creating-safe-metaverse/
https://itif.org/publications/2022/04/28/lessons-social-media-creating-safe-metaverse/
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex4.pdf
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex5.pdf
https://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex5.pdf
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One major hurdle is the moderation of social VR and audio/chat functions. Similar to the challenges plat-
forms with livestreaming face, moderating (whether manual or automated) this type of content is particularly 
difficult, and can be costly. Recently, moderation companies have invested in automated voice-chat moder-
ation, while some are even exploring other forms of nonverbal and non-text-based moderation, though this 
remains particularly cost-ineffective. Of note, major gaming companies have announced recording voice 
chat for moderation purposes, and it is expected that more companies will follow suit soon. In a similar vein, 
when creating policies and terms of services to moderate users, companies will need to consider the unique 
ways in which users interact with technology that breaks the divide between virtual and physical worlds. This 
means adapting policy to focus on behavioral interactions in addition to speech-centric interaction, as well 
as developing tooling to support that shift. 

As generative AI inevitably lowers the barrier to creating synthetic media, it is foreseeable that deepfakes 
and additional forms of audio- and video-based impersonation will increasingly enter XR spaces, creating 
new opportunities not only for harassment and disinformation, but also for financial fraud. 

U S E R  S TA N DA R D S  A N D  S A F E T Y

Widespread integration of XR will present new iterations of familiar challenges like harassment and problem-
atic interactive media use. Though video-game and social media addiction have been more widely studied, 
other consumer-safety concerns have emerged in recent years, from eye strain to the psychological impacts 
of being physically or sexually assaulted in a virtual world. While the majority of VR headsets have tradi-
tionally been intended for those thirteen and older, early Food and Drug Administration (FDA)-approved VR 
treatments are aimed specifically at treating children with lazy eye. Specific risks to child safety will need to 
be considered and negotiated as adoption increases; indeed, Meta recently opened Horizons World to teen 
users in the United States and Canada, and placed specific limitations on their accounts. While child safety 
has historically been an easier issue on which to reach agreement (especially at the governmental level), 
different approaches are already being adopted to consider varying user experiences based on age. For 
example, some games contain design features intended to deceive or manipulate players (e.g., into playing 
longer, purchasing items), which might be considered harmful to vulnerable users (e.g., children).

Across all age groups, the adoption of XR technologies will force companies and stakeholders to explore 
and define consent, bystander notification, and user privacy (in a physical and virtual-bodily sense) as they 
pertain to immersive hardware. “Dark patterns”—where algorithms aggravate mental-health issues by pro-
posing increasingly problematic or harmful content—also run the risk of being even more harmful in immer-
sive environments. In addition, the normalization of chance-based monetization systems (sometimes called 
“gamblification”) in games is raising important questions about T&S from both commercial exploitation and 
technologies specifically designed to foster compulsive behavior or even addiction among players. 

P R I VAC Y

As with traditional social media, user privacy is critical. In the XR space, privacy is a combination of civil-liber-
ties work, globally focused human-rights advocacy, gaming-related advocacy, and user-based online harms. 
The way privacy is conceptualized and ensured is different because of the increased interoperability inher-
ent in the metaverse. Interoperability allows different virtual environments and platforms to communicate 
and interact with each other, but is also an increasing concern for the XR ecosystem. As XR hardware contin-
ues to evolve and standardize, user security and understanding of risks, opportunities, and assumptions of 
use will be important touchpoints for companies and regulators alike. 

https://digitalwellnesslab.org/guides/parents-guide-to-problematic-interactive-media-use-pimu/
https://www.aao.org/eye-health/tips-prevention/are-virtual-reality-headsets-safe-eyes
https://www.technologyreview.com/2021/12/16/1042516/the-metaverse-has-a-groping-problem/
https://www.theverge.com/2021/10/20/22736894/fda-vr-tv-movies-treatment-lazy-eye-amblyopia
https://techcrunch.com/2023/04/18/meta-opens-up-its-social-vr-platform-horizon-worlds-to-teens/
https://techcrunch.com/2023/04/18/meta-opens-up-its-social-vr-platform-horizon-worlds-to-teens/
https://www.lexology.com/library/detail.aspx?g=800ef117-f07c-4a2e-b5d5-1dcdc3b11cca
https://www.weforum.org/reports/interoperability-in-the-metaverse
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Increased computational capacity on devices also makes it more likely that individuals’ phones will become 
their primary computers. This could mean that more data are being sent from phones. It could also mean that 
people will have a greater want for phone-based software applications than they had before. As companies 
and researchers experiment with using on-device computational capabilities, the evolution of privacy-pre-
serving and machine-learning techniques, coupled with demands for more software services, will force poli-
cymakers to grapple with questions such as whether and how data can be protected; how much computation 
can realistically be used on mobile devices without rendering them ineffective or forcing users to ditch them 
for efficiency reasons; and if processing more user data on devices could risk companies waving away the 
risks of processing the data and generating insights from them. Companies may also use XR to capture more 
sensitive data on individuals, whether scans of a room from a VR headset or the sheer volume of privacy risks 
associated with eye-tracking technology and other forms of biometric data collection.

T H E  E X PA N S I O N  O F  A P P S  A N D  A P P  S TO R E S  F O R  X R

Augmented-reality (AR), VR, and mixed-reality (MR) app stores may increasingly play a role in this space as 
well. The Meta Oculus App Store, the SteamVR store, and other online marketplaces enable device users 
to install software on their headsets and interact, in different ways, with virtual worlds. Unlike in mobile app 
stores, which remain relatively concentrated in Apple and Google, AR/VR/MR app stores, at least for the time 
being, present consumers with more options—and developers have more places to create new software as 
well. In many ways, this reflects the merging of somewhat distinct, but deeply interconnected, connective 
industries with many of the AR/VR/MR platforms built upon long-standing gaming industry and players. 

It is also worth noting that the Web3 ecosystem is already generating new business models such as decen-
tralized marketplaces, where buyers and sellers can interact directly with each other without the need for 
intermediaries. This can lead to reduced transaction fees, increased competition, and greater transparency 
in the buying and selling process—but the same lack of intermediation may also raise new T&S challenges for 
effective monitoring and timely intervention, and exceed the capacity of current practices, which rely heavily 
on centralized controls.

E Q U I T Y  A N D  AC C E S S  TO  X R  T E C H N O LO G Y

If developed and distributed correctly, XR has enormous potential to increase accessibility, enable more 
equal access to virtual experiences, promote inclusivity, and improve user experience. In order to aid the 
positive benefits, stakeholders need to keep engaging in discussions about international development, ed-
ucation, and diversity, equity, and inclusion, alongside broader conversations about access to underlying 
technologies (e.g., fifth-generation (5G) technology) necessary for inclusive and safe adoption in communi-
ties traditionally excluded from early access to novel technologies.

https://news.bloomberglaw.com/us-law-week/privacy-issues-in-virtual-reality-eye-tracking-technology-1
https://xrcollaboration.com/guide/a-global-resource-guide-to-xr-collaboration/accessibility/#:~:text=Accessibility%20Challenges,%2C%20situational%2C%20or%20changing%20disabilities.
https://technext.ng/2022/11/07/investment-extended-reality-tech-ecosystem/
https://www.xrtoday.com/virtual-reality/the-state-of-xr-in-education-and-training-in-2022/#:~:text=Remote%20education%3A%20In%20an%20environment,field%20trips%20around%20the%20world.
https://www.xrtoday.com/virtual-reality/the-state-of-xr-in-education-and-training-in-2022/#:~:text=Remote%20education%3A%20In%20an%20environment,field%20trips%20around%20the%20world.
https://www.ericsson.com/en/blog/2022/4/why-metaverse-needs-5g
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AU T H O R S H I P  A N D  AC K N O W L E D G E M E N T S

This annex reflects contributions from the following members of the Task Force for a Trustworthy 
Future Web: Alex Feerst, Murmuration Labs; Camille Francois, Niantic; Sidney Olinyk, Duco Experts; 
Charlotte Willner, Trust and Safety Professional Association; and Brittan Heller, Digital Forensic Re-
search Lab, as well as the following contributing experts to the task force: Eric Davis, Trust and Safe-
ty Professional Association; David Sullivan, Digital Trust and Safety Partnership; Matthew Soeth, 
Spectrum Labs; and Sara Grimes, University of Toronto. This report includes expert analysis from 
Duco, whose mission is to empower leading companies to operate safely, securely, and responsibly 
by mobilizing the world’s leading experts to help solve complex challenges. 

This report does not represent the individual opinion of any contributor, member of the task force, 
or contributing organization to the task force. Rather, it serves to consolidate collective research, 
feedback, and contributions gathered over a five-month period. The contributors are grateful to 
additional members of the task force and outside experts for their review and feedback. 
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