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Digital technologies, the entities that provide them, and the laws and 
policies that apply to them are all generally the work of adults. Yet, adults 
and children alike use (and are otherwise impacted by) those technol-
ogies, must operate within those policy frameworks, and must have 
their views and respective online practices reflected in them. A growing 
body of research shows that involving children directly in decisions that 
impact them (in an age-appropriate way) is key to identifying their best 
interests, and to effectively understanding and addressing children’s di-
verse needs.1 However, children have traditionally had little direct say 
in the development of the technology policies and digital products that 
affect them.2 Instead, their interests—if they are considered at all—are 
largely represented by adults (indeed, even in the drafting of this piece). 

Policies and products aimed at protecting children’s safety have increas-
ingly played a pivotal role in influencing trust and safety practices within 
companies, as well as driving forward new laws and regulations (some 
proposed, some adopted) based in protecting children’s safety.3 Com-
bined with the absence of actual children from policy conversations, this 
singular focus on children’s safety has demonstrated a challenge inher-
ent to establishing safety as the foundational premise of tech policy de-
velopment: it can lead to the violation of other crucial rights that children 
enjoy, do so without creating any space for their input or involvement in 
making that tradeoff, lead to counterproductive outcomes, and result in 
violating the rights of whole other communities of rightsholders. 

A TRUSTWORTHY FUTURE WEB  
MUST REFLECT THE RIGHTS—AND  
PERSPECTIVES—OF CHILDREN.

1 �Emily Weinstein and Carrie James, Behind Their Screens: What Teens Are Facing (and Adults Are 
Missing) (Cambridge, MA: MIT Press, 2022).

2 �Compare tech policy to, say, education for women and girls, or the climate crisis. By contrast, those 
are policy issues on which young people, who are directly (and negatively) affected by adults’ policy 
choices, have insisted on making their voices heard, turning activists such as Malala Yousafzai and 
Greta Thunberg into household names while they were still teenagers.

3 �For a brief history and layout of the online-safety ecosystem, see: Anne Collier, “The Child Online 
Safety Ecosystem: A Look at the History, Education, Content Moderation and Developments around 
the World” in Kalinda Raina, ed., Children’s Privacy and Safety  (Portsmouth, NH: International Asso-
ciation of Privacy Professionals, 2022). 

https://www.sciencedirect.com/science/article/abs/pii/S0190740919300623?via%3Dihub
https://psycnet.apa.org/doiLanding?doi=10.1037%2Fort0000222
https://joanganzcooneycenter.org/2023/05/02/game-changer-child-rights-by-design/
https://www.congress.gov/bill/117th-congress/senate-bill/3663/text
https://socialmedia.utah.gov/
https://utorontopress.com/9781442615564/digital-playgrounds/
https://utorontopress.com/9781442615564/digital-playgrounds/
https://www.psychologytoday.com/us/blog/positively-media/202305/why-proposed-social-media-bans-wont-keep-your-kids-safe
https://www.eff.org/deeplinks/2023/05/kids-online-safety-act-still-huge-danger-our-rights-online
https://iapp.org/store/books/a191P000004nzbAQAQ/
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In our collective time working on these issues, we have noticed four common themes in tech policy discus-
sions involving children: the assumption that digital technologies are (primarily or solely) detrimental to chil-
dren; that children can be considered as a homogeneous group; that children’s safety from physical, mental, 
and (especially) sexual harms is achieved through limiting children’s access to digital media and devices, 
rather than through empowering harm-reduction approaches or prioritizing the full range of digital rights 
children hold; and a preference to address online child-safety concerns through criminal law enforcement 
and increased digital surveillance (by parents, companies, and state agencies such as schools and police).4 

In this annex, we aim to expand the aperture, giving space to considerations that can otherwise be exclud-
ed when the narrative is restricted to child safety, and hopefully illuminating underexplored areas for future 
attention and investment. We seek to reframe the discussion by centering children’s rights and agency, and 
treating safety as part of a constellation of rights that children enjoy, and that must coexist with the other 
rights of children as well as the rights of adults. We begin by defining what we mean by these two terms (“chil-
dren’s safety” and “children’s rights”) and noting the tension between them in existing policy discussions. 
We then explore lessons that have been learned in both tech and non-tech spaces regarding methods for 
supporting the participatory inclusion of children safely and effectively. We close with a wide and illustrative 
range of policy areas in which children’s rights can, and should, be considered, and where their inclusion 
could be operationalized. 

We would like to acknowledge from the outset that the regulations, legislation, and citations grounding this 
article reflect expertise in the evolution of these questions within the European Union (EU), the United King-
dom (UK), and the United States. Child safety and children’s rights are key issues to be examined and illumi-
nated around the globe. We would like to note the importance of giving greater attention to the evolution of 
these concepts across other regions, and encourage investments in supporting a more equitable body of 
research in order to better inform the wide range of stakeholders making policy and product determinations 
with regards to children’s safety and rights. 

C H I L D R E N ’ S  S A F E T Y
“Child safety” is an umbrella term that can mean different things to different people (children included). The 
phrase might primarily evoke defense against child sex-abuse material and exploitation (CSEA, a term that 
includes imagery depicting child sex abuse, child sex trafficking, and sextortion, among other concepts). How-
ever, its meaning goes well beyond sex-related harms and can extend to safety from physical violence, threats, 
hate speech, and harassment (e.g., parental abuse, state violence, cybersecurity-related harms) or psycho-
social well-being (e.g., “screen addiction,” cyberbullying, eating disorders, self-harm), among other concerns.

“Child safety” is not only a broad term, but also a politically charged, culturally nuanced concept. Because 
“children’s lives have become digital by default,” “online safety” for children spurs fierce debate and pas-
sionate focus among adults seeking to establish broad and enforceable rules for a constantly shifting, highly 
personal paradigm. Tradeoffs regarding agency, autonomy, governance, privacy, security, and a range of 
related values will never be simple or universal. However, the process of identifying and debating tradeoffs 
(as well as looking for creative ways to avoid tradeoffs and optimize for multiple values) can be grounded in 
the practices that have been developed over decades to grapple with exactly these complexities and pro-
vide a coherent foundation for negotiation and consensus building. That foundation includes long-standing 
frameworks of human-rights law.

4 �This preference embeds a further assumption: that parents and the state do not harm children’s safety or infringe upon their rights. 

https://digitalfuturescommission.org.uk/wp-content/uploads/2021/01/DFC-Research-Agenda.pdf
https://digitalfuturescommission.org.uk/wp-content/uploads/2021/01/DFC-Research-Agenda.pdf
https://journals.sagepub.com/doi/abs/10.1177/1461444816686318
https://www.netfamilynews.org/for-sid-2023-what-youth-want-online-safety-to-teach
https://www.westernsydney.edu.au/__data/assets/pdf_file/0004/1976503/Reimagining_Online_Safety_Education.pdf
https://www.thorn.org/blog/decoding-the-language-of-child-sexual-exploitation-acronyms-to-know/
https://core-evidence.eu/posts/4-cs-of-online-risk
https://www.theguardian.com/global-development/2022/jan/18/colombia-indigenous-activist-murdered-14-breiner-david-cucuname
https://linkinghub.elsevier.com/retrieve/pii/S0360131522001075
https://www.vice.com/en/article/88gd4a/roblox-beaming-hackers
https://www.netfamilynews.org/key-crossroads-for-net-safety-isttf-report-released
https://www.netfamilynews.org/key-crossroads-for-net-safety-isttf-report-released
https://www.npr.org/sections/ed/2018/02/05/579554273/screen-addiction-among-teens-is-there-such-a-thing
https://linkinghub.elsevier.com/retrieve/pii/S0190740909001200
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7926357/
https://www.npr.org/sections/health-shots/2013/10/30/241841663/online-advice-can-hurt-teens-at-risk-for-suicide-self-harm
https://blogs.lse.ac.uk/parenting4digitalfuture/2021/07/07/children-during-covid/
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C H I L D R E N ’ S  R I G H T S
Children are humans, so children share in the human rights enjoyed by adults, in addition to specific rights 
based on their status as children. Human rights apply online as well as offline.  

To define children’s rights, this annex refers to the United Nations (UN) Convention on the Rights of the Child 
(CRC). The CRC has been ratified by every UN member state except the United States.5 That means those 
196 countries have voluntarily agreed to abide by the CRC, an obligation that extends to these countries’ laws 
and policies regarding digital technologies. In 2021, the UN published guidance, called General Comment 25, 
to states regarding their CRC obligations in the digital environment. That guidance has had differing impacts 
in different stakeholder settings, with the greatest traction occurring in European, Australian, and UK govern-
mental debates. Its impact in the United States is limited, in part, because the (typically private-sector) entities 
that actually create the digital environment are more focused on the binding laws applicable to them than on 
nonbinding guidance directed to states, though European legislation such as the General Data Protection 
Regulation (GDPR) and Digital Services Act (DSA) will have growing impact even on US-based companies’ 
child-protection practices.

The CRC recognizes that children have the right to protection from violence, abuse, and exploitation (Arti-
cles 19, 34, 35, and the Optional Protocol on the Sale of Children, Child Prostitution, and Child Pornography 
(OPSC)). Children’s rights go well beyond safety, however. Scholars have categorized their rights under what 
they’ve characterized as the “three Ps”: protection, provision, and participation rights, which, under General 
Comment 25, have their digital counterparts, including the right to express their views on matters that affect 
them (in accordance with the child’s age and maturity) (Article 12); rights to privacy (including in their corre-
spondence) (Article 16) and freedom of expression (Article 13); the right to seek and receive information (in-
cluding access to mass media) and the right to education (Articles 13, 17, and 28); freedom from discrimination 
(Article 2); rights in the justice system (Article 40); and freedom from all forms of violence (physical, mental, 
sexual), exploitation, and trafficking (Articles 6, 19, 24, 32, 34, 35, 36, and 39). 

All of these rights are universal, non-hierarchical, indivisible and interdependent, equal and nondiscriminato-
ry. One set of rights cannot be enjoyed without another, which makes them all equally important—and makes 
the three categories of protection, provision, and participation a helpful framework for upholding them in 
balance with one another. Implementing decisions based in human-rights principles is, and remains, a chal-
lenging task, but new guidance is emerging and is worth noting. For example, the UN Human Rights B-Tech 
project provides guidance for technology companies about how to carry out human-rights due diligence, 
including human-rights impact assessments. UNICEF has worked with UN Human Rights to produce a special 
briefing on how children’s rights can be considered by technology companies as part of the human-rights 
due-diligence process, which will be published later this year. 

T E N S I O N  B E T W E E N  C H I L D R E N ’ S  S A F E T Y  A N D  OT H E R  R I G H T S
Children’s rights are co-equal, meaning that, in theory (as General Comment 25 notes), protecting their right 
to be safe online must not come at the expense of their other rights, for example, safety at the expense of 
privacy. This is a difficult balancing act in any context, and especially within the context of ever-evolving digital 
spaces in which the threats and opportunities for children can shift and scale with astonishing speed. While 
most agree that preventing harms against children in their digital environment is imperative, there is a lack 

5 �While the United States has not ratified the CRC, it has ratified the CRC’s Optional Protocol on the Sale of Children, Child Prostitution, and Child Pornog-
raphy. According to Human Rights Watch, children’s rights are poorly protected in the United States, prompting scholars to posit an alternative model of 
parental rights within US law that promotes a broader range of children’s present and future interests.

https://www.unicef.org/child-rights-convention/child-rights-why-they-matter
https://www.ohchr.org/en/instruments-mechanisms/instruments/convention-rights-child
https://www.ohchr.org/en/instruments-mechanisms/instruments/convention-rights-child
https://www.ohchr.org/en/documents/general-comments-and-recommendations/general-comment-no-25-2021-childrens-rights-relation
https://www.weforum.org/agenda/2022/06/eu-digital-service-act-how-it-will-safeguard-children-online/
https://www.researchgate.net/publication/284130228_Children's_Rights_Online_Challenges_Dilemmas_and_Emerging_Directions
https://www.ohchr.org/en/what-are-human-rights
https://www.ohchr.org/en/business-and-human-rights/b-tech-project
https://cepa.org/article/protect-children-online-without-weakening-privacy/
https://cepa.org/article/protect-children-online-without-weakening-privacy/
https://static1.squarespace.com/static/5afadb22e17ba3eddf90c02f/t/63c9173dc9ac2348a1d9eac7/1674123078909/Privacy+and+Protection+-+CRIN+defenddigitalme+encryption+report.pdf
https://indicators.ohchr.org/
https://www.ohchr.org/en/instruments-mechanisms/instruments/optional-protocol-convention-rights-child-sale-children-child
https://www.ohchr.org/en/instruments-mechanisms/instruments/optional-protocol-convention-rights-child-sale-children-child
https://www.hrw.org/news/2022/09/13/us-states-fail-protect-childrens-rights
https://scholarship.law.ufl.edu/facultypub/1053/


5

S C A L I N G  T R U S T  O N  T H E  W E B   	 A N N E X  3  :   R E S P E C T I N G  C H I L D R E N  A S  R I G H T S  H O L D E R S

of consensus among stakeholders as to how to prevent harms while protecting children’s agency and rights 
of participation, and often a lack of technological solutions that could immediately address harms even if a 
policy determination were made. The interpretation of long-standing children’s rights also constantly evolves 
as a component of broader digital transformations—for example, traditional prohibitions against child labor 
are now being considered within the context of a raging “creator economy.” This creates an ongoing tension 
in tech policymaking, trust and safety tooling, and broader digital-product development.  

Children are frequently positioned within policy debates as dependents or subordinates of those who hold 
rights over them (such as parents or the state). Deep tensions exist around the question of where to set the 
boundaries of parents’ and children’s own respective agency and accountability. Moreover, children have 
historically emerged as the framing (one that parents themselves do not necessarily condone) for much larg-
er normative debates within communities about highly sensitive political topics and evolving cultural norms 
around sexuality, gender, and religious or ethnic identity. Finally, proponents of approaches that center chil-
dren’s safety as one of many competing rights that must be considered can face a high political cost, as well 
as personal attack. 

Alongside recent debates about cyberbullying, Internet addiction, and data privacy, one of the most signif-
icant and recurring threads in tech policy debates involving children centers on how to keep children safe 
from CSAM (especially CSAI) and impede the vast scaling and potential normalization of such material.6 This 
policy priority has inspired legislation and regulatory proposals in the United States, EU, China, and else-
where, although legal frameworks vary in robustness in terms of definitions and effective criminalization of 
the perpetrators of CSAM crimes. While most stakeholders agree that preventing harms against children in 
their digital environment is imperative, they lack consensus about how to do so while protecting children’s 
agency. This disagreement not only creates an ongoing tension in tech policymaking, but also reflects a more 
fundamental normative challenge. Stakeholders do not necessarily operate from a baseline agreement that 
children are rights holders in terms of their own rights and agency, nor do they share a baseline agreement 
on the extent to which adults’ rights can, and should, be limited or implicated. 

Great opportunity arises when this tension forces a recognition that competing rights can, and must, be bal-
anced. For example, in August 2021, Apple announced a plan for new iPhone child-safety features that drew 
controversy due to their negative impacts on privacy and other rights of both adult and child iPhone users. An 
executive director at the National Center for Missing and Exploited Children (NCMEC) privately congratulated 
Apple for “prioritizing child protection” and described those who expressed concerns as “the screeching 
voices of the minority.” This is an example of the political challenges that rights advocates can face in debates 
around child safety.

After public pushback, Apple dropped the most controversial (and privacy-intrusive) component of its plan, 
and revised another feature to give child users more privacy and agency, responding to concerns that the 
original design would jeopardize the safety of child users with abusive parents. While Apple’s original plan 
subordinated some rights (of children and adults) to children’s right to be free from CSAE (especially CSAI), 
its revised plan reflected a more non- hierarchical approach to its users’ rights and an understanding of child 
protection that includes agency, digital privacy, and safety from family abuse, not just safety from CSAE. (That 
said, the revised plan was not well received by NCMEC.) 

Notably, Apple’s review benefited from several key elements: existing normative agreement and legal stan-
dards regarding the unacceptability of the production and dissemination of CSAI; knowledge exchanges that 
reflected deep expertise on critical policy components, as well as complex technological questions; and in-

6 �For a deeper analysis of this topic, see Annex 4: Deconstructing The Gaming Ecosystem.

https://static1.squarespace.com/static/5afadb22e17ba3eddf90c02f/t/63c9173dc9ac2348a1d9eac7/1674123078909/Privacy+and+Protection+-+CRIN+defenddigitalme+encryption+report.pdf
https://utorontopress.com/9781442615564/digital-playgrounds/
https://www2.ohchr.org/english/bodies/crc/docs/co/crc-c-cod-co2.pdf
https://scholarship.law.upenn.edu/cgi/viewcontent.cgi?article=9726&context=penn_law_review
https://www.hrw.org/report/2022/05/25/how-dare-they-peep-my-private-life/childrens-rights-violations-governments
https://scholarship.law.wm.edu/wmlr/vol33/iss4/2/
https://www.unicef.org/child-rights-convention/child-rights-why-they-matter
https://read.dukeupress.edu/books/book/726/FigurationsChild-Bodies-Worlds
https://www.ipsos.com/en-us/news-polls/most-parents-want-classrooms-be-places-learning-not-political-battlegrounds
https://web.mit.edu/~21fms/People/henry3/innocentchild.html
https://berkleycenter.georgetown.edu/responses/evangelical-homeschooling-and-the-development-of-family-values
https://www.bbc.com/news/technology-56795852
https://www.csoonline.com/article/3190847/privacy-for-everybody-means-privacy-for-pedophiles.html
https://www.theguardian.com/australia-news/2023/jan/23/child-cyberbullying-at-concerning-levels-australias-esafety-commissioner-says
http://www.xinhuanet.com/english/2021-06/01/c_139982589.htm
https://www.gov.ca.gov/2022/09/15/governor-newsom-signs-first-in-nation-bill-protecting-childrens-online-data-and-privacy/
https://www.technologyreview.com/2022/04/26/1051282/the-us-now-hosts-more-child-sexual-abuse-material-online-than-any-other-country/
https://www.europarl.europa.eu/RegData/etudes/BRIE/2022/738224/EPRS_BRI(2022)738224_EN.pdf
https://en.wikipedia.org/wiki/EARN_IT_Act
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=COM%3A2022%3A209%3AFIN&qid=1652451192472
https://resourcecentre.savethechildren.net/pdf/buildingachild-friendlyandchild-sensitivejusticesysteminchina.pdf/
https://cdn.icmec.org/wp-content/uploads/2018/12/CSAM-Model-Law-9th-Ed-FINAL-12-3-18-1.pdf
https://www.theguardian.com/commentisfree/2021/aug/07/week-in-patriarchy-apple-privacy
https://9to5mac.com/2021/08/06/apple-internal-memo-icloud-photo-scanning-concerns/
https://www.cnn.com/2021/09/03/tech/apple-child-safety-tools-reversal/index.html
https://www.cnn.com/2022/12/08/tech/apple-csam-tool/index.html
https://www.macrumors.com/guide/messages-communication-safety/
https://www.theverge.com/2022/12/9/23500838/apple-csam-plans-dropped-eff-ncmec-cdt-reactions
http://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex4.pdf
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creased opportunity for input by a more extensive group of advocates, companies, and regulators than Apple 
had originally consulted. However, the perspective of one key set of stakeholders remained notably absent 
from this collaboration: children.  

A P P R OAC H E S  T O  YO U T H  E N G AG E M E N T
In some countries, youths are actively engaged, to some extent, on relevant issues such as privacy, consent, 
and data sharing in the digital realm, although ample opportunities remain to expand such engagement 
throughout the world. Many children are adaptable, nimble, tech-fluent digital natives, often with well-formed 
opinions about the digital environment’s impact on their rights. Their perspectives and solutions-based think-
ing can vary widely from those of policymakers who may overwhelmingly represent a significant generational 
divide from them. Youths’ voices not only deserve to be elevated within debates around their rights and safe-
ty in the digital realm, but their lived experience with social media is needed for adult intelligence gathering 
and policymaking; they may also add significantly to the richness and creativity brought to bear in identifying 
strong paths forward.7 This is true for decision-making spaces across the ecosystem, be it in informing gov-
ernmental debate, within corporate decision-making processes, or setting research and advocacy priorities. 
The UNICEF and Lego RITEC project, which sets out a framework for integrating the well-being of children 
into digital design, centers even young children’s own participation in defining what it takes to maximize 
children’s well-being.

In considering approaches to youth engagement on the subject of children’s rights and safety online, it is im-
perative to recognize the diverse experiences and perspectives of young people, which can be shaped by in-
numerable factors and may include geography, race/ethnicity, religion/faith, socioeconomic status, sexuality, 
gender identity, cognitive development, and (significantly) levels of trauma, among many others. While there 
is no one-size-fits-all approach, there are existing methodologies and practices for operationalizing youth 
engagement effectively and ethically in tech design and policymaking (both in and outside of the technology 
sector), as well as innovative new public-, private-, and cross-sector initiatives.  

One established consideration in youth engagement is to examine the intended goals and outcomes of 
youth-engagement efforts. Should such efforts be activated to raise youth awareness of online harms, which 
might include different learning and teaching strategies, such as social and emotional learning? Should such 
efforts prioritize youth engagement, which might include youth development, collective empowerment, and/
or systems changes? Different goals necessitate different approaches.

When engaging with children on topics involving online harm, it is also important to accommodate children’s 
own history of, or ongoing experiences with, violence. This should be based in an understanding of the typol-
ogy of different harms (e.g., armed conflict, familial, racial, or sexual violence, etc.), children’s possible experi-
ences of multiple overlapping harms, and these harms’ potential impacts on the child. For example, how might 
a youth-engagement strategy approach a child or teen who has been sexually abused, and who, as a result 
of this trauma, acts out sexually inappropriately toward other youth online? Trauma-informed frameworks can 
provide an additional lens through which such learning or engagement strategies can be developed.

Depending upon which strategy is most effective for determined outcomes, it is valuable to include educa-
tors, mental-health professionals, and child-development specialists alongside youth (or to review resources 
in these areas and request consultations, if it is not possible to include youth-serving professionals during 
actual discussions). Such inclusion will help ensure any discussions are appropriately scaffolded for youth 
(using the abovementioned strategies and frameworks) depending upon youths’ cognitive development and 
existing experiences with trauma, among other factors. 

7 �See, supra note 2

https://www.microsoft.com/en-us/security/blog/2022/03/15/what-generation-z-can-teach-us-about-cybersecurity/
https://www.google.com/url?q=https://www.hachettebookgroup.com/titles/john-palfrey/born-digital/9780465053926/?lens%3Dbasic-books&sa=D&source=docs&ust=1682721010373389&usg=AOvVaw3ZvXLePOM4PdCmr3vji1LI
https://5rightsfoundation.com/uploads/Our%20Rights%20in%20a%20Digital%20World.pdf
https://5rightsfoundation.com/uploads/Our%20Rights%20in%20a%20Digital%20World.pdf
https://www.unicef-irc.org/ritec
https://www.researchgate.net/publication/220422601_Working_with_young_children_as_technology_design_partners
https://5rightsfoundation.com/uploads/Our%20Rights%20in%20a%20Digital%20World.pdf
https://www.oecd-ilibrary.org/sites/9789264283923-10-en/index.html?itemId=/content/component/9789264283923-10-en
https://www.bikyouth.eu/about
https://sites.google.com/site/shuligilutz/
https://digitalfuturescommission.org.uk/wp-content/uploads/2021/01/DFC-Research-Agenda.pdf
https://childrensdesignguide.org/wp-content/uploads/2022/07/D4CR-Design-Principles-2.0-2022-07-12.pdf
https://casel.org/fundamentals-of-sel/
https://fcyo.org/uploads/resources/8141_Papers_no1_v4.qxd.pdf
https://www.ohchr.org/en/speeches/2022/07/children-affected-armed-conflict-and-violence
https://data.unicef.org/how-many/how-many-children-suffer-from-domestic-violence/
https://pubmed.ncbi.nlm.nih.gov/19466544/
https://www.unicef.org/protection/sexual-violence-against-children
https://www.mass.gov/lists/framework-for-trauma-informed-and-responsive-tir-organizations
https://cyber.harvard.edu/research/youthandmedia
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K E Y  C O N C E P T S  I N  O N L I N E  C H I L D R E N ’ S  R I G H T S  
A N D  S A F E T Y  P O L I C Y
The following concepts are key areas of current inquiry in tech policy and product-development debates 
that hold particular salience for children’s rights. Each raises underexplored avenues for future research, 
presenting an opportunity for ongoing, innovative investment framed through a rights-centric lens. For each 
concept, a full discussion of all of the rights and tradeoffs involved is beyond the scope of this summary-level 
document. However, the CRC-enumerated rights listed above can serve as a jumping-off point, particularly 
the four principles grounding the CRC: non-discrimination; a child’s best interests as a primary consideration; 
survival and development; and the right to be heard.8  

A R T I F I C I A L  I N T E L L I G E N C E  ( A I )

AI holds great promise for helping children stay safe and exercise their rights. AI can be used to locate infor-
mation efficiently, and for generating (or translating) text, sound, video, and images. Thus, children can use 
AI to learn, express themselves, create art, play, and socialize with others. AI-based tools are already crucial 
to the automated detection and review of potentially abusive content online at massive scale (although algo-
rithms can replicate bias, and the use of CSAI to train AI tools is controversial and legally dubious). Offline, AI 
is starting to be used in cancer detection and drug discovery, as well as to aid the work of professions that 
help protect children, such as legal services and refugee services.

At the same time, AI’s perils are already well documented. Children’s photos or other personal information 
may be ingested into (or output from) AI systems. Children may be exploited or bullied by using their images 
in deepfakes. AI-generated misinformation and disinformation may mislead and misinform kids; synthetic me-
dia might fool them into falling prey to scams or hacks. Depending on how they are used, generative AI tools 
can support and/or undermine a child’s education. In the juvenile-justice system, decisions may be made 
using algorithmic tools that replicate systemic biases. Given these risks, claims about AI require exceptional 
vigilance, especially claims of “AI that will help children.” Stakeholders should approach AI project proposals 
with skepticism, and must demand satisfactory answers about ethics, privacy, safety, and risk mitigation. 

C H I L D  S E X UA L  E X P LO I TAT I O N  A N D  A B U S E

Perhaps uniquely as types of content go, depictions of child sexual abuse are illegal basically everywhere, 
making CSAI a common compliance concern worldwide. Online CSAI is an enduring problem, despite de-
cades of concerted technological and political interventions. This is tragic and yet unsurprising, since the 
instrumentalities for CSAE offenses are the core functions of the open Internet: transmitting, storing, and 
accessing files, and communicating with other users.

Online CSAI sharing and solicitation is a deeply complicated and multifaceted issue. For starters, the problem 
eludes precise quantification, with debates over the reliability of official numbers of CSAI reports by online 
services and the reasons why they have ballooned lately. Plus, it is not only pedophiles who share CSAI. 
The sharer’s motivation may be humor or outrage, or the child depicted may have produced and shared the 
image initially. Imagery created by the child depicted, called self-generated CSAI (SG-CSAI), raises a range of 
complex issues. Some SG-CSAI involves a teenager who is of age and consenting. Some is harmful, as with 
grooming, sextortion (someone extorting the child into creating and sending CSAI), or the nonconsensual 

8 �For a deeper analysis of this topic, see Annex 1:  Current State of Trust and Safety; Annex 2: Building Open Trust and Safety Tools; and Annex 4: Decon-
structing The Gaming Ecosystem.

https://www.unicef.org/armenia/en/stories/four-principles-convention-rights-child
https://blog.google/around-the-globe/google-europe/using-ai-help-organizations-detect-and-report-child-sexual-abuse-material-online/
https://www.reuters.com/legal/litigation/eu-rights-watchdog-warns-bias-ai-based-detection-crime-hate-speech-2022-12-08/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8946688/
https://www.technologyreview.com/2023/02/15/1067904/ai-automation-drug-development/
https://www.brookings.edu/blog/techtank/2023/03/20/how-ai-will-revolutionize-the-practice-of-law/
https://aiforgood.itu.int/about-ai-for-good/un-ai-actions/unhcr/
https://www.nytimes.com/2020/01/18/technology/clearview-privacy-facial-recognition.html
https://www.pcmag.com/news/chatgpt-may-have-exposed-email-addresses-of-other-users
https://www.technologyreview.com/2021/02/12/1018222/deepfake-revenge-porn-coming-ban/
https://www.unicef.org/globalinsight/stories/digital-misinformation-disinformation-and-children
https://theconversation.com/voice-deepfakes-are-calling-heres-what-they-are-and-how-to-avoid-getting-scammed-201449
https://www.snexplores.org/article/chatgpt-homework-school-help-learning-ai-bot-mistakes
https://bailproject.org/wp-content/uploads/2022/07/RAT_policy_brief_v3.pdf
https://theintercept.com/2020/07/12/risk-assessment-tools-bail-reform/
https://www.cs.princeton.edu/~arvindn/talks/MIT-STS-AI-snakeoil.pdf
https://www.cs.princeton.edu/~arvindn/talks/MIT-STS-AI-snakeoil.pdf
https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
https://en.wikipedia.org/wiki/AI_safety
https://www.ohchr.org/en/instruments-mechanisms/instruments/optional-protocol-convention-rights-child-sale-children-child
https://netzpolitik.org/2022/ncmec-figures-explained-how-the-spectre-of-millionfold-abuse-haunts-european-policy-makers/
https://research.facebook.com/blog/2021/02/understanding-the-intentions-of-child-sexual-abuse-material-csam-sharers/
https://info.thorn.org/hubfs/Research/Thorn_SG-CSAM_Monitoring_2021.pdf
https://www.thorn.org/blog/thorn-research-understanding-sexually-explicit-images-self-produced-by-children/
https://www.thorn.org/blog/thorn-research-understanding-sexually-explicit-images-self-produced-by-children/
http://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex1.pdf
http://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex2.pdf
http://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex4.pdf
http://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex4.pdf
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sharing of an image that was originally created and sent consensually (nonconsensual intimate imagery, or 
NCII, also called “revenge porn”). SG-CSAI is still illegal, so consenting teenagers may risk prosecution for 
documenting legal sexual activity.

Service providers at multiple levels of the tech stack have devoted significant resources to detecting CSAI. 
Many major tech companies scan their users’ files with so-called “hash” technologies (such as Microsoft’s 
PhotoDNA). New, unknown images and livestreamed abuse pose greater technical challenges for automated 
detection than do known images. Similarly, exploitation offenses (e.g., grooming, enticement, and solicitation) 
pose a different technical challenge than the detection of known CSAI. While text-based classifiers for CSEA 
have been developed, finding matches for known imagery is more straightforward than determining whether 
a text or voice interaction is abusive. Different CSAI and CSEA scanning technologies vary as to their accura-
cy and the implications for user privacy. 

Through automated scanning for known CSAI, major online services detect large volumes of CSAI every year. 
While this technology aids children, it has a significant privacy impact. Many tech companies scan voluntarily, 
but policies to compel scanning for CSAI have been proposed in jurisdictions such as the EU and India. These 
proposals can conflict with constitutional (e.g., Fourth Amendment) or statutory (e.g., General Data Protectino 
Regulation, European Convention on Human Rights) privacy protections; even voluntary scanning may run 
afoul of some privacy laws absent a carveout. Likewise, privacy laws may impede platforms from sharing in-
formation with each other about users who use multiple services to share CSAI or exploit children.

CSAI scanning helps to detect and stymie horrific sex abuse of children. However, scanning all online content 
and communications is a significant privacy intrusion that also has effects on other rights such as free expres-
sion and association. Scanning mandates for CSAI also pose a threat to human rights (including children’s) 
because authoritarian governments could also require online services to scan for other types of content: po-
litical dissent, religious expression, LGBTQ+ (lesbian, gay, bisexual, transgender and queer) content, etc. Be-
cause automated scanning for CSAI does not work in end-to-end encrypted environments, which are relied 
upon for safety and privacy around the world, legislative proposals that overtly or effectively require scanning 
for CSAI pose a risk to online service providers’ ability to legally offer end-to-end encryption. 

Policy proposals to combat CSAI and child sexual exploitation often reflect an attitude of “tech solutionism”: 
expecting technical interventions to fix the larger, sticky societal problem of CSAE. Anti-CSAE policy proposals 
tend to focus on law enforcement and criminal punishment. Comparatively few have focused on prevention and 
support—for example, by investing in child-protection systems, sex-education and CSAE-awareness programs, 
and housing stability for at-risk youth. A comprehensive response requires a victim-centered criminal-justice 
system, coupled with prevention measures and support for victims. Victim-focused policies are more rights 
respecting than those that center the interests of criminal law-enforcement agencies. However, policymakers 
may prefer approaches that rely on self-funded tech-company initiatives, rather than government support. 
Prevention- and support-centric policy models for mitigating CSAE are, thus, an area in which philanthropic 
investment could expect to meet with a favorable response from both governments and tech companies.

D U T Y  O F  C A R E 

The concept of the duty of care is a common-law term that comes from the law of negligence and is used 
to impose a standard of care on technology companies to avoid careless acts that could foreseeably harm 
children. Duty-of-care obligations, some specific to minors, are a key part of the EU’s new Digital Services Act 
and the UK’s pending Online Safety Bill. The services covered by such duties are typically those accessible 
to, or likely to be accessed by, children. Definitions of the duty of care vary, but typically require only collect-
ing data on young users that are required for a service to function, setting strong default privacy settings, and 
avoiding deceptive or addictive design features. 

https://brill.com/display/title/12472
https://cdt.org/wp-content/uploads/2021/05/2021-05-18-Do-You-See-What-I-See-Capabilities-Limits-of-Automated-Multimedia-Content-Analysis-Appendix-2053-FINAL.pdf
https://www.microsoft.com/en-us/photodna
https://digitalcommons.wcl.american.edu/cgi/viewcontent.cgi?article=1082
https://edri.org/our-work/eu-rules-on-scanning-private-online-communications-document-pool/
https://mib.gov.in/sites/default/files/IT%28Intermediary%20Guidelines%20and%20Digital%20Media%20Ethics%20Code%29%20Rules%2C%202021%20English.pdf
https://s3.documentcloud.org/documents/20458337/online-service-providers-and-child-exploitation.pdf
https://www.coe.int/en/web/human-rights-convention
https://www.justice.gov/opa/pr/acting-ag-and-five-country-statement-temporary-derogation-eprivacy-directive-combat-child
https://www.ft.com/content/96964279-8011-4d46-9b90-69e016d39e7f
https://en.wikipedia.org/wiki/Technological_fix
https://datasociety.net/wp-content/uploads/2020/10/Healthy-Tech-Myths-DataSociety-20201007.pdf
https://www.end-violence.org/sites/default/files/2022-02/DH_Thailand_ONLINE_final.pdf
https://www.brookings.edu/techstream/an-education-based-approach-to-curbing-csam-production/
https://www.wyden.senate.gov/news/press-releases/wyden-gillibrand-brown-hirono-and-eshoo-reintroduce-invest-in-child-safety-act-to-protect-children-from-online-exploitation
https://www.weprotect.org/model-national-response/
https://www.dorsey.com/newsresources/publications/client-alerts/2023/navigating-the-next-era-of-online-safety-011023
https://www.gov.uk/government/publications/online-safety-bill-supporting-documents/online-safety-bill-european-convention-on-human-rights-memorandum
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In practice, the duty of care effectively requires age assurance to determine which users are children (or, al-
ternatively, verifying all users’ ages to ensure compliance, potentially imperiling most users’ privacy), meaning 
it implicates the same rights as age assurance (see Annex 2: Building Open Trust and Safety Tools). Duty-of-
care bills have also been criticized for letting regulators and tech companies decide what is in children’s best 
interests, which jeopardizes children’s access to online content that might, in fact, be crucial for actual chil-
dren’s well-being (mental or sexual health resources, LGBTQ+ resources, etc.). It is unclear how duty-of-care 
obligations will apply to end-to-end encryption (E2EE). Fear of liability could dissuade providers from offering 
E2EE services to children, or at all; conversely, duty-of-care policies that require the most privacy-protective 
settings by default for children’s accounts could be read to mandate default E2EE for child users.

E N D -TO - E N D  E N C R Y P T I O N

End-to-end encryption is a technology for protecting data privacy and security by encoding data so that they 
can only be decoded by the sender and intended recipient(s). A recent report by Child Rights International 
Network (CRIN) and Defend Digital Me (DDM) analyzes the complicated interactions between E2EE and chil-
dren’s various rights—some positive, some negative. As the report describes, E2EE messaging enables chil-
dren to exercise their rights (free expression, privacy, etc.), and protects children’s lives and safety by keeping 
outsiders (such as an oppressive government or abusive parents) from monitoring their communications.

However, E2EE can also be used to violate children’s rights, because it complicates the detection of abusive 
interactions with, or involving, children (although research shows that providers have other means of detect-
ing abuse in E2EE settings). E2EE’s usage in CSAE offenses, in particular, has prompted regulators and other 
stakeholders to call for regulating E2EE to enable investigatory access to users’ communications. These 
proposals implicate users’ rights (including children’s rights), and would undermine E2EE systems’ privacy, se-
curity properties, and user expectations. The question of how to mitigate the use of E2EE services for CSAE, 
without detriment to children’s and all users’ rights or harming digital security, is an ongoing area of intense 
and emotionally charged debate. 

E P H E M E R A L I T Y

Ephemerality is a functionality of multiple popular messaging and social media services commonly used 
by children, such as Snapchat, Instagram, and WhatsApp. Ephemerality can be fundamental to how an app 
works, or it can be an optional function that users can choose to turn on. Ephemeral messages, photos, 
videos, or collages (e.g., Instagram Stories, WhatsApp Disappearing Messages, Snapchat Snaps and Chats) 
disappear after a set amount of time. Whether that period is triggered upon send or upon receipt/viewing 
depends on the app. The time length may be set by the app, or the app may give the user a range of time 
periods to choose from. Generally, ephemeral content disappears for everyone including the sender, but the 
sender may have the option to save the content.

Ephemeral functionalities enable children to express themselves spontaneously, and to communicate pri-
vately and securely, with less worry that what they share will stay online, spread, or linger in someone else’s 
message history. However, ephemerality can enable abuse: it is harder to determine after the fact whether an 
account posted harmful content, and there is a limited time period in which a user can report content before 
it disappears. Plus, ephemerality is not bulletproof: recipients may screenshot or otherwise preserve ephem-
eral content (although some apps try to defeat screenshotting or notify the sender about it). This may pose a 
risk to children who share sensitive information without realizing it could still be preserved and shared (e.g., 
with a parent or school).

https://www.vice.com/en/article/93kbkv/pornhub-blocks-utah-age-verification
http://atlanticcouncil.org/wp-content/uploads/2023/06/scaling-trust-on-the-web_annex2.pdf
http://progresschamber.org/wp-content/uploads/2023/03/AS-FILED-Ex.-A-Amici-Curiae-Brief-of-Chamber-of-Progress-et-al.-NetChoice-1.pdf
https://www.internetsociety.org/learning/encryption/
https://static1.squarespace.com/static/5afadb22e17ba3eddf90c02f/t/63c9173dc9ac2348a1d9eac7/1674123078909/Privacy+and+Protection+-+CRIN+defenddigitalme+encryption+report.pdf
https://tsjournal.org/index.php/jots/article/view/14
https://apnews.com/article/covid-technology-health-pandemics-europe-3d2f368fdcaf7e4497834acbfb2d00fa
https://www.missingkids.org/theissues/end-to-end-encryption
https://www.missingkids.org/theissues/end-to-end-encryption
https://www.hrw.org/news/2017/06/26/perils-back-door-encryption-mandates
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M E N TA L  H E A LT H 

There is significant debate and public concern about social media’s effect on children’s mental health and 
brain development. Research findings to date do not paint a consistent picture. Some research has shown 
significant differences by geographic region in social media’s relationship with youth well-being, and (for 
reasons that are not yet understood) social media’s impacts on individual youths’ mental health can be high-
ly heterogeneous. In the United States, studies indicate that teenagers’ mental-health crisis is not clearly 
caused by social media; indeed, some research has shown positive effects. Other research has examined 
behavioral interventions’ impact on teen mental health, such as limiting screentime, also with mixed results. 

There is ample opportunity for additional research, with regard to both geographic distribution (many studies 
to date are from the United States and Europe) and age (outcomes for teens should not be extrapolated to 
younger children). Additional research is important because, despite the complex picture that existing re-
search has painted, policy proposals commonly assume that social media is an unalloyed harm to children. 
It also suggests that technological or product fixes can solve problems that originate entirely outside of a 
platform—for example, within a school. That assumption leads to laws that impact children’s rights online, 
such as by imposing age-related restrictions on children’s access to social media (with largely arbitrary age 
thresholds). Social media’s role in children’s mental health is an area in which philanthropic investment in 
research, especially in the Global Majority, could make a significant impact.

PA R E N TA L  C O N T R O L S

Parental controls are intended to give parents some say in shaping the digital environment their child expe-
riences. Controls may apply to the form and/or the substance of a child’s Internet use: both what informa-
tion they access online (content restrictions) and how they access it (what times of day, for how long, how 
frequently). Over time, parental controls have evolved from something that policymakers incentivized (in the 
early years of the Internet) to something that policymakers are increasingly attempting to mandate for online 
services in jurisdictions such as the United States, UK, and EU. Requirements vary widely, but often include 
a dashboard that provides parents or guardians easy access to set default privacy and security settings, set 
screentime limits, and/or filter out certain content for their children. In some cases, laws require platforms to 
give parents or guardians access to their children’s account to view their activity and communications, or to 
track their location. 

The issue of parental controls and the emphasis on parent interests illustrate how policy discussions can be 
misaligned—if not at odds—with children’s interests. Ideally, parental controls help supportive parents keep 
their children safe online and guide them into healthy habits. However, from a children’s-rights perspective, 
parental controls may also catalyze certain harms, depending on a given child’s situation (as noted in the 
Apple example above). They may exacerbate harm to vulnerable children, such as those in abusive home en-
vironments or who would be at risk if a parent learned of their sexuality, gender identity, religious views, etc. 
More broadly, the effectiveness of parental controls—and their effects on children’s development, cognition, 
and other interests—are not yet well understood. Nor is the impact that parental access to a child’s online 
activity has on children’s understanding and exercise of their privacy, free expression, and other rights. For 
example, how might the proliferation of parental controls shift an expectation of privacy among generations 
of youth? What impact does a reduced sense of privacy have on the child’s cognitive and social development, 
civic engagement, and collective empowerment? As policy mandates multiply, parental controls will increas-
ingly present a fertile opportunity for philanthropic investment in research.

https://knightfoundation.org/articles/americans-are-greatly-concerned-about-social-medias-impact-on-children/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4053961
https://www.sciencedirect.com/science/article/abs/pii/S0165032720323727
https://www.sciencedirect.com/science/article/abs/pii/S0165032720323727
https://www.cdc.gov/nchhstp/newsroom/2023/increased-sadness-and-violence.html
https://gwern.net/doc/sociology/technology/2022-hancock.pdf
https://gwern.net/doc/sociology/technology/2022-hancock.pdf
https://www.techdirt.com/2023/03/29/as-the-social-media-moral-panic-continues-people-keep-highlighting-how-much-value-it-actually-provides/
https://www.apa.org/pubs/journals/releases/ppm-ppm0000460.pdf
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4381779
https://www.tandfonline.com/doi/abs/10.1080/09540261.2020.1720623?journalCode=iirp20
https://pubmed.ncbi.nlm.nih.gov/34384543/
https://www.blumenthal.senate.gov/newsroom/press/release/dove-self-esteem-project-launches-effort-supporting-kids-online-safety-act
https://socialmedia.utah.gov/
https://www.pbs.org/newshour/politics/arkansas-governor-signs-bill-requiring-parental-permission-for-social-media
https://techpolicy.press/childrens-online-safety-bills-are-the-future/
https://socialmedia.utah.gov/
https://www.pbs.org/video/the-drawbacks-to-digital-surveillance-tools-for-parents-1598997250/
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T R A N S PA R E N C Y  R E P O R T I N G

Lately, regulators often propose making major online services periodically report to the government about 
their internal policies, practices, and design features for keeping users safe on their services. Some proposals 
are child specific, whereas others apply to all users. Some, like the EU’s new DSA law, create programs to 
fund studies on technology’s effects on children, and/or require covered services to grant researchers access 
to their internal data for independent study. 

Transparency policies could greatly improve public understanding of popular online services’ effects on 
child users. Enabling third-party research could reveal important insights, inform best practices, drive evi-
dence-based policymaking, or improve online services’ often-disappointing policy enforcement against abuse. 
However, there are risks: inadequate safeguards for researcher access could affect children’s privacy. Requir-
ing detailed public reports on services’ internal practices could give abusive users a roadmap to circumvent 
them. These mandates also risk creating a vector for state censorship if services feel pressured to change 
their content-moderation and child-safety programs to better suit the state’s preferences (a particular risk for 
content such as LGBTQ+ content or sexual-health information that some states consider harmful to children).

C O N C LU S I O N
Ensuring children’s safety and upholding children’s rights require a holistic approach that encompasses the 
full range of children’s rights, including participation, provision, and protection. Policymakers, researchers, 
advocates, and industry leaders must not only involve young people in decision-making, but also consider 
children’s lived experiences within digital transformations, now and in the future. It is imperative that a wider 
range of stakeholders be supported to build models that can lower the barrier to incorporating rights-respect-
ing frameworks and inclusionary models in the development of policies and products that impact children. 
This is particularly critical with regard to Global Majority communities, where existing inequities within policy, 
product development, and research risk being doubly visited upon children. 

Emphasizing the consideration of the entirety of children’s rights does not diminish in any way the critical im-
portance of protecting them from harm within a quickly evolving threat landscape. It does, however, improve 
the likelihood that future iterations of online spaces will provide space and opportunity for children to benefit 
from online spaces where they can not only be safe, but also be empowered to learn, explore, play, grow, 
and evolve.
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