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The Importance of Human-
Machine Teaming and Key 
Insights
Machines are becoming ubiquitous across the twen-
ty-first-century battlespace, and modern militaries must 
embrace human-machine teaming (HMT) or risk conceding 
military edge to competitors effectively leveraging artificial 
intelligence (AI) and autonomy.1 This report investigates 
the implications of the increasing incorporation of AI into 
military operations with a particular focus on understand-
ing the parameters, advantages, and challenges to the US 
Department of Defense’s (DOD’s) adoption of the concept 
of HMT.2 

...modern militaries must embrace 
human-machine teaming (HMT) or 

risk conceding military edge  
to competitors effectively 

leveraging artificial intelligence 
(AI) and autonomy.

Key Takeaways
Looking through the lens of three military applications for 
HMT, the authors arrive at the following conclusions.

 ¡ HMT has the potential to change warfare and solve 
key operational challenges: AI and HMT could 
potentially transform conflict and noncombat opera-
tions by increasing situational awareness, improving 
decision-making, extending the range and lethality 
of human operators, and gaining and maintaining 
advantage across the multi-domain fight. HMT can 
also drive efficiencies in many supporting func-
tions such as logistics, sustainment, and back-office 
administration, reducing the costs and timelines of 
these processes and freeing up humans to carry out 
higher-value tasks within these mission areas.

 ¡ DOD must expand its definitions for HMT: 
Definitions of HMT should be expanded to include 
the breadth of human interactions with autonomous 
uncrewed systems and AI agents, including those 
that have no physical form (e.g., decision support 

1 This paper uses the term human-machine teaming (HMT) to signify both the teaming of human operators with semiautonomous machines (sometimes 
referred to as manned-unmanned teaming) and interactions between humans and AI agents that do not take physical form.

2 From November 2022 to June 2023, the authors held workshops and interviews with defense and national security experts and practitioners to help 
inform their research.

software). Extending the definition beyond interac-
tions between humans and robots allows DOD to 
realize the wide-ranging use cases for HMT—ranging 
from the use of lethal weapon systems and drone 
swarms in high-intensity warfare to leveraging algo-
rithms to fuse data and realize virtual connections in 
the information domain.

 ¡ HMT development and employment must prioritize 
human-centric teaming: AI development is moving at 
an impressive pace, driving potential leaps ahead in 
machine capability and placing a premium on ensuring 
the safety, reliability, and trustworthiness of AI agents. 
As much attention must be dedicated to developing the 
competencies, comfort levels, and trust of human oper-
ators to effectively exploit the value of HMT and ensure 
humans stay at the center of human-machine teams. 

 ¡ DOD must move from the conceptual to the practical: 
HMT as a concept is gaining momentum within some 
elements of the DOD enterprise. Still, advocates for 
increased AI and HMT adoption stress the need to move 
the conversation from the conceptual to the practical—
transitioning capability development into the real-time 
testing and employment of HMT capabilities, as has been 
demonstrated by the Navy’s experimentation with AI 
through Task Force 59—to better articulate and demon-
strate the operational advantages HMT can deliver. 

Definitions and Components of HMT
HMT refers to the employment of AI and autonomous 
systems alongside human decision-makers, analysts, 
operators, and watchkeepers. HMT combines the ca-
pabilities of intelligent humans and machines in con-
cert to achieve a military outcome. At its core, HMT 
is a relationship with four equally important elements:
Human(s): An operator (or operators) that provides in-
puts for and tests machines, as well as leverages their 
outputs;
Machine(s): Ranging from an AI and machine learning 
(ML) algorithm to a drone swarm, the machine holds 
a degree of agency to make determinations and sup-
ports a specified mission; and
Interaction(s): The way in which the human(s) and ma-
chine(s) interface to meet a shared mission.
Interface(s): The mechanisms and displays through 
which humans interact with machines.
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 ¡ Experimentation is crucial to building trust: Iterative, 
real-world experimentation in which humans develop 
new operational concepts, test the limits of their ma-
chine teammates, and better understand the breaking 
points, strengths, and weaknesses of machines in a 
range of environments will play a key role in speed-
ing HMT adoption. This awareness is also essential 
to human operators as they develop the trust in their 
AI teammates required to effectively capitalize on the 
potential of HMT.

 ¡ DOD must address bureaucratic challenges to 
AI adoption: DOD’s risk-averse culture and siloed 
bureaucracy is slowing acquisition, experimentation, 
and adoption of HMT concepts and capabilities. 
Increasing the agility and flexibility of the acquisition 
process for HMT capabilities, iterative experimenta-
tion, incentives to take on risks, and digital literacy 
across the force are necessary to overcome these 
adoption challenges. 

Applications of Human-Machine  
Teaming
HMT is most frequently envisioned narrowly as the pro-
cess of humans interacting with anywhere from one to 
several hundred or more autonomous uncrewed systems.  

3 Cheryl Pellerin, “Work: Human-Machine Teaming Represents Defense Technology Future,” US Department of Defense, November 8, 2015, https://www.
defense.gov/News/News-Stories/Article/Article/628154/work-human-machine-teaming-represents-defense-technology-future/. 

4 Tate Nurkin, “The Importance of Loyal Wingman Technology,” Defense News, December 21, 2020, https://www.defensenews.com/opinion/
commentary/2020/12/21/the-importance-of-advancing-loyal-wingman-technology/. 

In its most basic form, this vision of HMT is not new: Hu-
mans have collaborated with intelligent machines for de-
cades—with early machine talents epitomized in 1997 by 
supercomputer Deep Blue defeating world champion Gary 
Kasparov in a game of chess3—and militaries have long 
tested concepts to move the needle in this critical capa-
bility. The recent impressive pace of development in AI as 
well as in robotics, however, is driving increased consider-
ation of the new capabilities, efficiencies, and advantages 
these technologies can enable. 

The “loyal wingman” concept is a frequently cited example 
of this manifestation of HMT in which a human pilot controls 
the tasking and operations of a handful of relatively inex-
pensive, modular, attritable autonomous uncrewed aerial 
systems (UAS). These wingman aircraft can fly forward of the 
crewed aircraft to carry out a range of missions, including 
electronic attack or defense, intelligence, surveillance, and 
reconnaissance (ISR), or strike, or as decoys to attract fire 
away from other assets and “light up” enemy air defenses.4 

Interest in this manifestation of HMT has increased not 
just in the United States but also in most modern militar-
ies. In addition to the United States, Australia, China, Rus-
sia, the United Kingdom, Turkey, and India all have at least 
one active loyal wingman development program, while 
the sixth-generation fighter efforts Global Combat Air Pro-
gramme (United Kingdom, Italy, Japan), Next Generation 
Air Dominance programs (US Air Force and Navy), and Fu-
ture Combat Air System (Germany, France, Spain) involve 

Figure 1: High-level description of three layers of HMT value.

These values are already being acknowledged and recognized in some parts of DOD, though they are likely to intensify or 
expand as technologies and concepts associated with HMT progress. Source: Tate Nurkin, images from Vecteezy and Atlantic 
Council.

Enhance situational awareness 
and accelerate decision-

making (including detecting 
patterns and anamolies)

Increase operating range and 
survivability of operators and 

high-value platforms

Reduce costs and timelines 
of activities across the DOD, 

including but not limited 
to presence, deterrence, 
warfighting, and attrition

https://www.defense.gov/News/News-Stories/Article/Article/628154/work-human-machine-teaming-represents-defense-technology-future/
https://www.defense.gov/News/News-Stories/Article/Article/628154/work-human-machine-teaming-represents-defense-technology-future/
https://www.defensenews.com/opinion/commentary/2020/12/21/the-importance-of-advancing-loyal-wingman-technology/
https://www.defensenews.com/opinion/commentary/2020/12/21/the-importance-of-advancing-loyal-wingman-technology/
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system of systems concepts of airpower that stress both 
HMT and machine-machine teaming.

As important as this category of HMT is and will continue to 
be to emerging military capabilities, discussion of HMT should 
include the full breadth of human interaction with AI agents 
(which learn from and make determinations based on their 
environments, experiences, and inputs), including the over-
whelming majority of interactions that occur with algorithms 
that possess no physical form. Project Maven is one example 
of how DOD and now the National Geospatial-Intelligence 
Agency use this category of HMT to autonomously detect, 
tag, and trace objects or humans of interest from various 
forms of media and collected intelligence,5 enabling human 
analysts and operators to prioritize their areas of focus. 

Beyond imagery analysis and target identification, nonphys-
ical manifestations of HMT can support a range of important 

5 Brandi Vincent, “Pentagon Remains Mum on Project Maven as Transition Is Held Up by Continuing Resolution,” DefenseScoop, October 7, 2022, https://
defensescoop.com/2022/10/07/pentagon-remains-mum-on-project-maven-as-transition-is-held-up-by-continuing-resolution/. 

6 “Summary of the 2018 Department of Defense Artificial Intelligence Strategy,” US Department of Defense, February 12, 2019, https://media.defense.
gov/2019/Feb/12/2002088963/-1/-1/1/SUMMARY-OF-%20DOD-AI-STRATEGY.PDF. 

tasks such as threat detection and data processing and anal-
ysis. It is essential to military efficacy in operational environ-
ments marked by significant increases in speed, complexity, 
and available data. They also can generate efficiencies in 
logistics and sustainment, training, and back-office admin-
istrative tasks that reduce costs and timelines for execution. 

By combining the processing power and decision support 
capabilities of AI with the social intelligence and judgment 
of humans and, in some cases, the force-multiplying effects 
of uncrewed systems with different degrees of autonomy, 
HMT can provide multiple layers of overlapping advantag-
es to the United States and its allies and partners, including 
those high-level advantages listed in Figure 1.

DOD recognition of the current and future multilayered 
value of HMT as part of broader efforts to “accelerate the 
adoption of AI and the creation of a force fit for our time”6 

has increased. Still, several persistent challenges to adop-

The Legged Squad Support System is experimental technology being tested by the Marine Corps Warfighting Lab. It is programmed to follow 
an operator through terrain, carrying heavy loads like water and food. Credit: US Marine Corps, Matthew Callahan: https://www.dvidshub.net/
image/1445811/meeting-ls3-marines-experiment-with-military-robotics.

https://defensescoop.com/2022/10/07/pentagon-remains-mum-on-project-maven-as-transition-is-held-up-by-continuing-resolution/
https://defensescoop.com/2022/10/07/pentagon-remains-mum-on-project-maven-as-transition-is-held-up-by-continuing-resolution/
https://media.defense.gov/2019/Feb/12/2002088963/-1/-1/1/SUMMARY-OF- DOD-AI-STRATEGY.PDF
https://media.defense.gov/2019/Feb/12/2002088963/-1/-1/1/SUMMARY-OF- DOD-AI-STRATEGY.PDF
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tion of AI and HMT endure throughout the Pentagon. To ac-
celerate and deepen HMT adoption, the DOD must commit 
to an approach that aligns development efforts and private 
sector engagement, creating flexibility for acquisition offi-
cials to scale HMT solutions across the defense enterprise. 
This approach must be complemented by:

 ¡ Continued and increased focus on building trust be-
tween humans and machine partners;

 ¡ Leading in establishing best practices and norms 
around ethics and safety;

 ¡ Aggressive and iterative experimentation; and 

 ¡ Clear and consistent messaging 

These elements are crucial to realizing the value and advan-
tages HMT can deliver across the multi-domain future fight. 

TABLE 1: OVERVIEW OF THE ADVANTAGES OF  EACH HMT USE CASE

USE CASE OF HMT KEY ADVANTAGES

Anti-Access  
Area-Denial (A2/AD) 

Conflict

 ¡ The use of masses of expendable and attritable systems to penetrate 
A2/AD environments, sustain forces, and extend the range of effects 
from crewed platforms operating outside A2/AD cordons.

 ¡ Finding, fixing, and tracking key nodes and threats in a data-rich 
environment.

 ¡ Providing situational awareness at the edge.

Sense-Making and 
Targeting

 ¡ Enhancing situational awareness and threat detection through data 
processing and fusion improves situational awareness and threat de-
tection and ensures decisions are made at the speed of relevance.

 ¡ Finding connections that human analysts and operators did not know 
were present. 

 ¡ Supporting humans in target identification and prioritization across 
domains. 

 ¡ Improving precision of effects by recommending to human deci-
sion-makers the most applicable kinetic or non-kinetic weapon to 
engage targets.

Presence,  
Prioritization, and 

Deterrence

 ¡ Extending the range of high-value crewed assets through the use of 
ISR meshes that incorporate several uncrewed systems.

 ¡ Identifying anomalies and disruptions in activity patterns across geo-
graphically dispersed theaters.

 ¡ Prioritizing threats and ensuring efficient resource allocation based on 
AI-driven assessments.

 ¡ Aggressive and iterative experimentation in real-world environments 
builds trust between operators and their machine partners.
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Demonstrating Advantage Through Use 
Cases
Use cases serve as a means of better understanding how 
HMT can provide value and lead to advantage in and 
across several missions and environments. Certainly, prac-
titioners have seen or experienced use cases in various 
settings—including through war games and analysis of 
the ongoing war in Ukraine—and the slow nature of HMT 
adoption may call into question the utility of use cases. Still, 
highlighting the varied and, in certain instances, underap-
preciated applications of HMT can help demonstrate the 
different contexts in which HMT acts as a force multiplier 
and how this capability can support the US military in meet-
ing the demands of the modern battlefield. 

However, changing the perceptions of HMT across a large 
organization such as DOD is an iterative task and requires 
the frequent reinforcement of its value, especially as the 
technologies and concepts supporting HMT create new or 

7 HMT’s relevance to the future of cognitive and information warfare, anticipatory logistics and resilient sustainment, training, and military medicine were all 
raised through project interviews and workshops. 

enhanced opportunities. The three use cases discussed 
below are far from inclusive—our workshops and research 
explored several other compelling use cases7—but the au-
thors chose them because they reflect the layered value of 
HMT in serving missions and meeting operational threats 
and challenges being urgently considered by defense 
planners, as described in Table 1.

Anti-Access and Area-Denial (A2/AD): 
Coping with Mass, Range, and Attrition
Determining how to conduct operations in an A2/AD en-
vironment is a clear priority for defense planners. This is 
especially the case in the Indo-Pacific, where the military 
modernization effort of the People’s Republic of China has 
emphasized utilizing pervasive multi-domain sensors and 
a surfeit of kinetic and non-kinetic strike assets to establish 
cordons in which US and allied forces are highly vulnerable 
to enemy fires and, in the worst-case scenario, unable to 
operate effectively.

HMT will not mitigate all risks of operating against robust 
A2/AD systems, though it can help US and allied forces 
better manage these risks in several ways, including in 
processing and analyzing large and complex datasets to 
support better and faster human decision-making. 

Large Language Models for Intelligence 
and Planning Activities

The release of Chat GPT-4 in March 2023 has led to 
discussion of how DOD can leverage similar large lan-
guage model (LLM) tools to support intelligence activ-
ities. There is understandable concern that the current 
sophistication of LLMs and their tendency to “halluci-
nate”—make up information that is incorrect—would 
make extensive use or reliance on these tools prema-
ture, or even counterproductive. 
However, experimentation with LLMs would be use-
ful in better understanding where and how these 
tools can add value, especially as they become more 
reliable. An April 2023 War on the Rocks article de-
tailed how the US Marine Corps’ School of Advanced 
Warfighting is using war games to explore how LLMs 
can assist humans in military planning. These systems 
were used to provide, connect, and visualize different 
layers of information and levels of analysis—such as 
strategic-level understanding of regional economic re-
lationships and more-focused analysis of dynamics in 
a specific country—which planners then used to refine 
possible courses of action and better understand the 
adversary’s system.

Marine Corps Forces Cyberspace Command observe computer screens 
in the cyber operations center at Fort Meade. Credit: US Marine 
Corps, Jacob Osborne, https://www.315aw.afrc.af.mil/News/Photos/
igphoto/2002752944/.  
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Teaming uncrewed systems, crewed assets, 
and human operators
The use of attritable and expendable uncrewed systems,8 
in conjunction with crewed assets and human controllers 
and decision-makers, can achieve several important ob-
jectives in the A2/AD context. Most notably, these smaller, 
less expensive, generally modular systems can be used 
to saturate A2/AD systems, identify enemy defenses, 
and force adversaries to expend their deep stores of mu-
nitions—all while extending the operating range of high-
er-value crewed and uncrewed assets and reducing the 
risks to crewed assets and their human operators. 

Swarms of uncrewed systems operating with humans can 
also extend the reach of Command, Control, Communica-
tions, Computers (C4)ISR networks, offering persistent and 
resilient ISR and communicating critical information to the 
edge. In addition, attritable or reusable systems can enable 
sustainment and resupply forces operating in contested 
A2/AD environments without risking human casualties—in-
cluding the use of uncrewed systems to directly resupply 
forces within A2/AD zones—though the risk and cost of the 
loss of the less expendable cargo these systems will be 
carrying should not be discounted. 

To that end, reducing risk to human operators does not 
mean eliminating this risk, and the use of attritable un-
crewed aerial systems (UAS) and uncrewed surface vehi-
cles (USVs) will still incur costs. Moreover, even attritable 
systems and their payloads can be worth several million 
dollars. New calculations of value as well as increased ca-
pacity to reconstitute systems must keep pace with expect-
ed levels of attrition to ensure the right sizing of HMT-en-
abling force structures. 

Sense-Making and Decision Support: 
Enhanced Situational Awareness and 
Improved Decision-Making at the Pace 
of Relevance
The A2/AD environment also serves as an example of how 
machines can support humans in the crucial and increas-
ingly demanding task of sense-making—the art of inter-
preting and fusing data for enhanced decision-making. 

8 Attritable or reusable systems are those that are considerably lower cost than higher-end uncrewed systems such as the MQ-9 Reaper. The generally 
acknowledged cost range for attritable or reusable aircraft is $2 million to $20 million, though there is no consensus as to whether this cost range 
includes only the aircraft or also includes mission systems. While designed to be reused, the significantly lower cost of these systems in comparison to 
high-value uncrewed systems and advanced crewed systems means that they can be placed into contested environments in advance of more-expensive 
platforms with a considerably reduced risk to force structure cost, especially if paired with in-theater means of reconstituting these systems. Expendable 
systems are even lower cost than attritable systems and are most often designed for a single use. Loitering munitions are one category of expendable 
uncrewed systems. 

9 “Joint All-Domain Command and Control (JADC2),” Congressional Research Service, January 21, 2022, https://crsreports.congress.gov/product/pdf/IF/
IF11493/16. 

10 Amanda Miller, “AI Algorithms Deployed in Kill Chain Target Recognition,” Air & Space Forces Magazine, September 21, 2021, https://www.
airandspaceforces.com/ai-algorithms-deployed-in-kill-chain-target-recognition/ 

Sense-Making in A2/AD Environments
A2/AD environments will be characterized by an abun-
dance of complex datasets and both signal and noise 
across domains including in the electromagnetic spec-
trum. The amount of data available to operators will be 
overwhelming. Multi-domain sensors and surveillance and 
strike assets will be actively operating and engaging with 
both friendly and adversary forces, creating a need for AI 
agents to help process and filter data and feed relevant 
information back to the warfighter. The result will be to 
improve the quality and speed at which human operators 
filter data and then fix and track critical nodes in adversary 
A2/AD systems. This high-level A2/AD example reveals 
one context in which AI-enabled data fusion and process-
ing of complex datasets can increase situational aware-
ness and speed up decision-making. But the applications 
of this sense-making are impressively broad, including in 
increasing the speed and precision of identifying targets, 
determining appropriate kinetic or non-kinetic weapons to 
use to strike the target, and ensuring precision of effects.

Targeting: Joint All-Domain Command and 
Control (JADC2)
DOD’s “connect everything” JADC2 effort offers another 
example of how HMT can be applied to support improved 
targeting and speeding up sensor-to-shooter processing. 
As a January 2022 Congressional Research Service report 
observed, “JADC2 intends to enable commanders to make 
better decisions by collecting data from numerous sensors, 
processing the data using AI algorithms to identify targets, 
then recommending the optimal weapon—both kinetic 
and non-kinetic—to engage the target.”9 While JADC2 is 
still largely a concept rather than an architecture for future 
military operations, the US military is already using AI to 
help find and track possible targets or entities of interest 
on the battlefield. In September 2021, Secretary of the US 
Air Force Frank Kendall acknowledged that the Air Force 
had “deployed AI algorithms for the first time to a live op-
erational kill chain” to provide “automated target recogni-
tion.” Kendall noted that by doing so, the Air Force hoped 
to “significantly reduce the manpower-intensive tasks of 
manually identifying targets—shortening the kill chain and 
accelerating the speed of decision-making.”10

https://crsreports.congress.gov/product/pdf/IF/IF11493/16
https://crsreports.congress.gov/product/pdf/IF/IF11493/16
https://www.airandspaceforces.com/ai-algorithms-deployed-in-kill-chain-target-recognition/
https://www.airandspaceforces.com/ai-algorithms-deployed-in-kill-chain-target-recognition/
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AI in the Intelligence Field
Sense-making through human-machine teams is also shap-
ing the future of disciplines such as intelligence analysis and 
mission planning (see sidebar on page 5 on LLM), in which 
AI-enabled data fusion, pattern and anomaly detection, and re-
search and analysis support are helping analysts manage and 
exploit the explosion in available sources and data. Tasks that 
would take days for humans to perform can now be performed 
in hours, allowing humans to concentrate on the most relevant 
pieces of information derived from large datasets. For example, 
through the war in Ukraine, the Ukrainian Armed Forces are 
already using natural language processing tools that leverage 
AI to translate and analyze intercepted Russian communica-
tions, saving analysts time and allowing them to focus on key 
messages and intelligence.11 The use of AI is not only speeding 
up analysis but also demonstrating value in bringing “unknown 
knowns”—observed but ignored or forgotten connections, in-

11 Will Knight, “As Russia Plots Its Next Move, an AI Listens to the Chatter,” Wired, April 4, 2022, https://www.wired.com/story/russia-ukraine-war-ai-
surveillance/. 

12 Phone interview with Harry Kemsley, president of Government and National Security, Janes, January 31, 2023.
13 Brandi Vincent, “IARPA to Develop Novel AI That Automatically Generates Tips to Improve Intel Reports,” FedScoop, January 6, 2023, https://fedscoop.

com/iarpa-to-develop-novel-ai-that-automatically-generates-tips-to-improve-intel-reports/, and IARPA’s REASON program description page, https://www.
iarpa.gov/research-programs/reason. 

sights, and information—to the attention of an analyst and ar-
ticulating the value or quality of information to the human de-
cision-maker.12 

In January 2023, the Intelligence Advanced Research Proj-
ects Activity (IARPA), situated within the Office of the Direc-
tor of National Intelligence, announced a program known 
as REASON (Rapid Explanation, Analysis, and Sourcing On-
line). The program will use AI-enabled software to improve 
human-authored intelligence assessment products. The 
software reviews human-authored reporting and automat-
ically generates recommendations for additional sources 
the human may not be aware of or did not use and also of-
fers suggestions of how to improve the analytical quality of 
the report, performing the role of an autonomous red-team 
reviewer. This program offers a step in the right direction, 
demonstrating one of many ways in which AI can help hu-
mans make connections between data and sources and 
improve analysis and decision-making.13

A MANTAS T-12 unmanned surface vessel operates alongside a US Coast Guard patrol boat during exercise New Horizon, which was Task Force 
59’s first at-sea evolution since its establishment. Credit: US Central Command https://www.centcom.mil/MEDIA/IMAGERY/igphoto/2002880797/.

https://www.wired.com/story/russia-ukraine-war-ai-surveillance/
https://www.wired.com/story/russia-ukraine-war-ai-surveillance/
https://fedscoop.com/iarpa-to-develop-novel-ai-that-automatically-generates-tips-to-improve-intel-reports/
https://fedscoop.com/iarpa-to-develop-novel-ai-that-automatically-generates-tips-to-improve-intel-reports/
https://www.iarpa.gov/research-programs/reason
https://www.iarpa.gov/research-programs/reason
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Tasks that would take days for 
humans to perform can now be 

performed in hours, allowing 
humans to concentrate on 
the most relevant pieces of 

information derived from large 
datasets.

Presence, Prioritization, and 
Deterrence: Coping with Distance and 
Complexity
The US military faces significant, varied, and frequently dis-
persed challenges across its geographic combatant com-
mands. Take, for example, US Indo-Pacific Command (IN-
DOPACOM). INDOPACOM covers more of the globe than 
any other combatant command14 and is home to the DOD’s 
“pacing challenge” of China, a range of potential military 
and geopolitical hot spots, several US allies and partners, 
and a growing list of security challenges. While differing 
in its prioritization, US Central Command (CENTCOM) is 
similarly complex in nature. CENTCOM covers nearly 4 
million square miles, an area that includes key waterways 
and shipping lanes, active conflicts, ethnic and sectarian 
violence,15 and a diverse set of threats to regional security 
and US national interests.16

While each command faces unique problem sets, the size and 
complexity of today’s security challenges are straining the lim-
ited number of forces available to deter, identify, assess, or 
respond to a fast-moving threat or crisis in a timely manner. 
HMT offers a solution to meet an increasingly sophisticated 
threat landscape while operating with insufficient resources.

Exporting Task Force 59: A Sandbox for AI 
Experimentation and Integration
In September 2021, CENTCOM’s 5th Fleet established 
Task Force 5917—the Navy’s testing ground for unmanned 
systems and AI—to experiment with teaming human opera-

14 US Indo-Pacific Command, Area of Responsibility webpage, https://www.pacom.mil/About-USINDOPACOM/USPACOM-Area-of-Responsibility/. 
15 US Central Command, Area of Responsibility webpage, https://www.centcom.mil/AREA-OF-RESPONSIBILITY/.
16 “US Central Command Chief Technology Officer Schuyler Moore and Innovation Oasis Winner Sgt. Mickey Reeve press briefing,” US Central Command, 

December 8, 2022, https://www.centcom.mil/MEDIA/PRESS-RELEASES/Press-Release-View/Article/3239986/us-central-command-chief-technology-
officer-schuyler-moore-and-innovation-oasis/.

17 “Task Force 59: Creating Maritime Capabilities for the 5th Fleet Area of Operations,” Second Line of Defense, October 24, 2021, https://sldinfo.
com/2021/10/task-force-59-creating-maritime-capabilities-for-the-5th-fleet-area-of-operations/. 

18 One of the authors, Tate Nurkin, attended the conference on February 19, 2023, and moderated the panel in which these comments were made.
19 Luke Vargas, “Are Boats the Next Military Drone Frontier?,” Wall Street Journal, February 3, 2023, https://www.wsj.com/podcasts/whats-news/are-boats-

the-next-military-drone-frontier/6d031f64-7d07-4d85-b776-20d571f823ff. 

tors and both smart robots and AI agents to increase pres-
ence across the region, provide persistent and expanded 
maritime domain awareness (MDA), and prioritize threats 
for in-demand crewed and high-value assets.

Task Force 59’s experimentation efforts combine AI and 
uncrewed systems—particularly USVs but also vertical 
take-off and landing UAS, which are valuable in expanding 
the coverage of the Navy’s ISR networks in the region—
and are further amplified by cooperation with partners 
and allies. In comments at the February 2023 International 
Defence Conference in Abu Dhabi, 5th Fleet Commander 
Vice Admiral Brad Cooper explained that each of the small 
USVs with which Task Force 59 is experimenting can ex-
tend the range of ISR networks by thirty kilometers, mean-
ing that even a modest investment in smart uncrewed sys-
tems can deliver a significant increase in MDA.18 

AI agents then process the millions of data points collected 
by the uncrewed systems to create an understanding of 
normal patterns of life, which, in turn, serves as a base-
line for AI agents to identify anomalies that require further 
investigation by human operators and watchkeepers. In 
doing so, human-machine teams can cultivate a deeper 
understanding of the operational environment, moving to-
ward a predictive model in which the DOD can possibly 
anticipate and prevent future threats19 and prioritize allo-
cation of limited resources to areas that AI agents deter-
mined are most vulnerable to disruption.

HMT offers a solution to meet an 
increasingly sophisticated threat 
landscape while operating with 

insufficient resources.

Building on the success of the Navy’s Task Force 59, both 
the Army and Air Force components of CENTCOM have 
stood up task forces to experiment with emerging tech-
nology and HMT concepts. The Army component, Task 
Force 39, was established in November 2022 to advance 
experimentation in counter-small UAS solutions that can 
be scaled not just within CENTCOM environments but 
across the DOD. The Air Force’s Task Force 99 was stood 

https://www.pacom.mil/About-USINDOPACOM/USPACOM-Area-of-Responsibility
https://www.centcom.mil/AREA-OF-RESPONSIBILITY/
https://www.centcom.mil/MEDIA/PRESS-RELEASES/Press-Release-View/Article/3239986/us-central-command-chief-technology-officer-schuyler-moore-and-innovation-oasis/
https://www.centcom.mil/MEDIA/PRESS-RELEASES/Press-Release-View/Article/3239986/us-central-command-chief-technology-officer-schuyler-moore-and-innovation-oasis/
https://sldinfo.com/2021/10/task-force-59-creating-maritime-capabilities-for-the-5th-fleet-area-of-operations/
https://sldinfo.com/2021/10/task-force-59-creating-maritime-capabilities-for-the-5th-fleet-area-of-operations/
https://www.wsj.com/podcasts/whats-news/are-boats-the-next-military-drone-frontier/6d031f64-7d07-4d85-b776-20d571f823ff
https://www.wsj.com/podcasts/whats-news/are-boats-the-next-military-drone-frontier/6d031f64-7d07-4d85-b776-20d571f823ff
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up in October 2022 as an operational task force to pair 
unmanned and digital technologies to improve air domain 
awareness in much the same way that Task Force 59 seeks 
to improve MDA by expanding presence and anticipating 
emergent threats. Lieutenant General Alexus Grynkewich, 
commander of CENTCOM’s Air Force component, stated 
in February 2023 that the objective is “not just tracking 
objects in the air, but maybe finding things that could be 
on the ground about to be launched into the air and how 
those could be a threat to us.”20

The applicability of this HMT approach is not limited to 
CENTCOM; indeed, it is now being adopted in other com-
mands. In April 2023, the US Navy announced the expan-
sion of its experimentation with unmanned and AI tools 
into US Southern Command’s 4th Fleet to increase MDA 
awareness in a region with its own particular dynamics, 
threats, and MDA requirements. Notably, 4th Fleet is taking 
a different approach to adoption of HMT lessons and new 
HMT capabilities, deciding to integrate them into its com-
mand and staff structure rather than through the stand-
ing up of a discrete task force.21 While these task forces 
provide valuable models for quickly bringing off-the-shelf 
technologies to the warfighter, the challenge rests in scal-
ing these solutions across services and domains (and the 
defense enterprise at large). 

20 Jon Harper, “US Central Command’s New Task Force 99 Begins Drone Operations in Middle East,” DefenseScoop, February 13, 2023, https://
defensescoop.com/2023/02/13/us-central-commands-new-task-force-99-begins-drone-operations-in-middle-east/ 

21 Caitlin M. Kenney, “Navy Expands Unmanned Operations to 4th Fleet,” Defense One, April 4, 2023, https://www.defenseone.com/technology/2023/04/
navy-expands-unmanned-operations-4th-fleet/384820/. 

Pathways to HMT Adoption at 
Scale and Pace
The pace of AI and HMT technology development has ex-
ceeded the capacity of the DOD to adopt these technolo-
gies at scale. To more fully realize the advantages of HMT, 
DOD must:

 ¡ Address several cultural, bureaucratic, and organiza-
tional challenges; 

 ¡ Ensure continued focus on HMT ethics, safety, and 
agency; 

 ¡ Embrace rapid and realistic experimentation of HMT; and 

 ¡ Develop the human component and enhance trust in 
their machine teammates. 

Culture, Acquisition, and Melting the 
“Frozen Middle”
Organizational and cultural constraints radiate across the 
DOD, affecting the way the enterprise acquires and adopts 
the technologies, concepts, and capabilities necessary to 

An officer places an XRS-150 X-ray generator in front of a simulated downed unmanned aerial system. Credit: US Air National Guard, Brigette 
Waltermire https://www.dvidshub.net/image/6485647/379th-esfs-and-eod-team-up-counter-uas-training.

https://defensescoop.com/2023/02/13/us-central-commands-new-task-force-99-begins-drone-operations-in-middle-east/
https://defensescoop.com/2023/02/13/us-central-commands-new-task-force-99-begins-drone-operations-in-middle-east/
https://www.defenseone.com/technology/2023/04/navy-expands-unmanned-operations-4th-fleet/384820/
https://www.defenseone.com/technology/2023/04/navy-expands-unmanned-operations-4th-fleet/384820/
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enable HMT. 

A Hyundai Rotem HR-Sherpa uncrewed ground vehicle on display at 
the International Defence Exhibition & Conference in Abu Dhabi in 
February 2023. The image behind and above the vehicle demonstrates 
one operational concept in which a human operator controls and works 
in tandem with the Sherpa. Training and trust are required to ensure 
that these concepts are designed and executed in ways that effectively 
exploit the advantages of HMT. Image: Tate Nurkin 

Innovation and adoption are hindered by DOD’s “frozen 
middle”—layers of relatively senior military and civilian 
personnel within DOD bound by an underlying set of in-
herited assumptions, incentives, and instincts that are re-
sisting the adaptive, collaborative practices necessary for 
adoption of HMT concepts and capabilities at pace and 
scale. These organizational layers and bureaucratic pro-
clivities have a cascading effect as they embed in a DOD 
acquisition system. According to former Secretary of De-
fense Mark Esper and former Secretary of the Air Force 
Deborah Lee James, co-chairs of the Atlantic Council’s 
Commission on Defense Innovation Adoption, the effect 
is slowing adoption by requiring multiple levels of review 

22 Mark Esper and Deborah Lee James, “To Deter Conflict, the Pentagon Must Accelerate Innovation Adoption,” The Hill, March 9, 2023, https://thehill.com/
opinion/national-security/3891537-to-deter-conflict-the-pentagon-must-accelerate-innovation-adoption/. 

23 Tate Nurkin and Margarita Konaev, Eye to Eye in AI: Developing Artificial Intelligence for National Security and Defense, Atlantic Council, May 25, 2022, 
https://www.atlanticcouncil.org/in-depth-research-reports/report/eye-to-eye-in-ai/. 

24 “Winning the Airwaves: The Future of DoD Electromagnetic Spectrum Operations,” Hudson Institute, June 29, 2022. Also, Mark Pomerleau, “DOD Wants 
to Share Electronic Warfare Capabilities Across the Military,” FedScoop, June 29, 2022, https://fedscoop.com/dod-wants-to-share-electronic-warfare-
capabilities-across-the-military/ 

“because incentives do not exist to be bold and to move 
fast.”22

Organizational “tribalism” also has an enervating effect on 
the DOD’s acquisition of key technologies and adoption 
of HMT-relevant capabilities. Examples of cross-service 
and cross-command collaboration do exist. Workshop 
participants highlighted joint projects on AI transparen-
cy between service laboratories and the ability of the US 
Special Operations Command, as a functional command, 
to work across regions and services. Far more frequently, 
though, disjointed development and vendor engagement 
and procurement efforts have been the norm.23 To achieve 
the necessary momentum for adoption across DOD—and, 
most importantly, the salutary outcomes of this adoption—
requires an increased willingness to share and subse-
quently align research, information, development efforts, 
acquisition models, and best practices across the depart-
ment and, particularly, the services. 

In June 2022, David Tremper, director for electronic war-
fare in the Office of the Under Secretary of Defense for 
Acquisition and Sustainment, provided an example of how 
DOD siloes slow adoption of HMT-enabling capabilities. 
Tremper highlighted an incident in which the Navy devel-
oped an electronic warfare algorithm that was of interest to 
the Army, though transfer of the algorithm could not take 
place without a memorandum of understanding (MoU) be-
tween the two service’s labs. It took nine months for the 
lab that developed the algorithm to approve the transfer, 
and, after eighteen months, the MoU was determined to be 
inadequate to support the algorithm migration. According 
to Tremper, “one service just lawyered up against the other 
. . . and prevented a critical capability . . . from going from 
one service to another service.”24 This example highlights 
the hurdles blocking the services from learning and gain-
ing from one another’s strides in HMT; the cross-service 
applicability of HMT solutions is critical to avoid a service 
unnecessarily depleting its resources in a field where its 
sister service has already paved the way. 

The human element of this 
equation must be adequately 

prioritized through recruitment, 
retention, and training programs.

https://thehill.com/opinion/national-security/3891537-to-deter-conflict-the-pentagon-must-accelerate-innovation-adoption/
https://thehill.com/opinion/national-security/3891537-to-deter-conflict-the-pentagon-must-accelerate-innovation-adoption/
https://www.atlanticcouncil.org/in-depth-research-reports/report/eye-to-eye-in-ai/
https://fedscoop.com/dod-wants-to-share-electronic-warfare-capabilities-across-the-military/
https://fedscoop.com/dod-wants-to-share-electronic-warfare-capabilities-across-the-military/
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To melt this frozen middle and reduce cultural and organi-
zational obstacles to HMT adoption, the DOD must center 
its efforts around three high-level aims. First, acquisition 
reform is a necessary and foundational step. The ability to 
develop, build, and acquire advanced platforms and sys-
tems with longer development times remains important to 
achieving DOD missions. There is also growing and urgent 
demand for the technologies and capabilities enabling 
HMT, such as software and lower-cost uncrewed systems, 
across the Pentagon. The program-centric system used to 
acquire and develop many advanced platforms—with the 
development of requirements, budgets, and capabilities 
completed individually for hundreds of programs—is not 
optimized for the rapid acquisition of the innovative tech-
nologies and capabilities developed by traditional defense 
suppliers and the commercial sector.25

25 Eric Lofgren, Whitney M. McNamara, and Peter Modigliani, Atlantic Council Commission on Defense Innovation Adoption Interim Report, Atlantic Council, 
April 12, 2023, https://www.atlanticcouncil.org/in-depth-research-reports/report/atlantic-council-commission-on-defense-innovation-adoption-interim-
report/. 

26 In April 2023, the Atlantic Council’s Commission on Defense Innovation Adoption released its interim report, which offers actionable recommendations to 
engender these changes. Lofgren et al., Atlantic Council Commission on Defense Innovation Adoption Interim Report. 

While the objective of this report is not to provide a com-
prehensive set of recommendations for acquisition reform, 
two principles are useful in guiding this reform:26 1) the 
need for increased flexibility and agility within the acquisi-
tion process, enabling response to changing technologies 
and requirements; and 2) new incentives that stimulate an 
enhanced degree of risk tolerance.

Second, among the workforce setting requirements for 
and working alongside machine teammates, a lack of un-
derstanding surrounding HMT and its applications is slow-
ing adoption. The human element of this equation must be 
adequately prioritized through recruitment, retention, and 
training programs. Specifically, DOD must provide its per-
sonnel with opportunities to enhance digital literacy and 
understanding of the technologies, concepts, and appli-
cations of HMT capabilities within not just the acquisition 

Project Convergence is the joint force experimenting with speed, range, and decision dominance to achieve overmatch and inform the Joint 
Warfighting Concept and Joint All Domain Command and Control. Credit: Army Futures Command, https://www.dvidshub.net/image/7502734/
project-convergence-2022-2-yorks-experimanal-company.

https://www.atlanticcouncil.org/in-depth-research-reports/report/atlantic-council-commission-on-defense-innovation-adoption-interim-report/
https://www.atlanticcouncil.org/in-depth-research-reports/report/atlantic-council-commission-on-defense-innovation-adoption-interim-report/
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force and those that set requirements but also among 
many senior decision-makers. 

Third, DOD should work to press the limits of existing au-
thorities for “quick wins” in support of rapid acquisition and 
experimentation, similar to the Task Force 59 model. Ac-
cording to Schuyler Moore, CENTCOM’s chief technology 
officer, one of the key lessons of command innovation ef-
forts is “that [CENTCOM] can actually work with the exist-
ing [authorities] fairly flexibly” and officers must consider 
“whether or not the authority exists or whether it’s simply 
never been tried before.”27 Officers must be incentivized 
to use their own ingenuity as a tool for testing new HMT 
capabilities and demonstrating operational successes.

The Human Component: Trust and 
Training
Building and calibrating appropriate levels of human trust 
in AI teammates is essential to HMT adoption across the 
DOD. This discussion typically begins with several actions 
designed to ensure the reliability—that is, the trustworthi-
ness—of AI agents, such as establishment and implemen-
tation of effective best practices for the design, rigorous 
testing, iterative experimentation, and deployment of 
AI-enabled machines. Enhancing data security is another 
frequently cited component of building trust: Humans can-
not trust algorithms if they lack faith in the integrity of the 
data being processed or used to train the algorithm. 

Limitations in AI transparency (i.e., how machines perceive 
the environments they are in) and explainability (i.e., how 
machines come to decisions) pose another challenge. 
While not prohibitive to the employment of HMT in many 
missions and contexts, reducing the “black box” nature of 
AI outputs will have a positive impact on the capacity for 
humans to trust their machine teammates and, in turn, on 
the pace of adoption for the range of HMT applications. 

Increased experimentation—in terms of frequency, rigor, and 
realism—can enhance the human operator’s understanding 
of how an AI agent reached a certain conclusion. The DOD 
must embrace accelerated experimentation across a diverse 
set of scenarios and use cases. By asking humans to “try to 
break the technology,” operators and analysts can develop 
a better understanding of the limits, strengths, and weak-
nesses of their AI-enabled teammates as well as any pos-
sible unexpected behaviors. Rapid and aggressive experi-
mentation in conditions that replicate real-world operational 
conditions has been a regularly highlighted feature of Task 
Force 59’s success to date, though there is concern that this 
practice has not been adopted broadly across DOD.28 

27 “US Central Command Chief Technology Officer Schuyler Moore and Innovation Oasis Winner Sgt. Mickey Reeve Press Briefing,” US Central Command.
28 Schuyler Moore, “Right Hands, Right Place: Why We Must Push Military Technology Experimentation to the Edge,” Defense One, January 19, 2023, https://

www.defenseone.com/ideas/2023/01/right-hands-right-place-why-we-must-push-military-technology-experimentation-edge/382000/. 
29 Benjamin Jensen and Dan Tadross, “How Large-Language Models Can Revolutionize Military Planning,” War on the Rocks, April 12, 2023, https://

warontherocks.com/2023/04/how-large-language-models-can-revolutionize-military-planning/. 

Human trust in machines, however, is only one part of the 
discussion of the human component of HMT. At least as 
much attention should be focused on building up the com-
petencies and confidence of humans to effectively engage 
with and employ their machine partners. Humans will re-
quire just as much preparation and training as their ma-
chine teammates to become effective team leaders and 
to ensure that the value of human-machine teams is real-
ized. In a worst-case scenario, adequate human training 
will help avoid a circumstance in which ineffectual human 
engagement with machines (the inability to recognize a 
hallucinating machine, for example) or unnecessary inter-
ference with machine operations could lead to mistakes 
that carry deleterious tactical, operational, or strategic out-
comes. One salient example is seen in the Marine Corps 
experimentation with LLMs. Experiment organizers noted 
that the tendency of these models to hallucinate means 
“falsification is still a human responsibility” and that “ab-
sent a trained user, relying on model-produced outputs 
risks confirmation bias,” risking the potential of individuals 
“prone to [acting] off the hallucinations of machines.”29

This is especially the case in situations in which a gener-
al-purpose machine or set of machines is interacting with 
multiple humans rather than just one human controller. Pro-
tocols for determining who is in control, whose priorities 
are executed, and how to manage contradictory instruc-
tions become essential. 

DOD efforts to maintain leadership 
at home and internationally in 

establishing AI and HMT ethics and 
safety guidelines should be viewed 
as a process to follow rather than 

an end state to be achieved.

Ethics, Agency, Judgment, and 
Reliability: Maintaining Leadership and 
Retaining Relevance
Pathways to adoption of HMT at speed and scale do not 
solely rely on the DOD doing things radically differently or 
applying new incentives and structures. Rather, they can 
build on the momentum of ongoing initiatives. 

https://www.defenseone.com/ideas/2023/01/right-hands-right-place-why-we-must-push-military-technology-experimentation-edge/382000/
https://www.defenseone.com/ideas/2023/01/right-hands-right-place-why-we-must-push-military-technology-experimentation-edge/382000/
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The DOD has already expended commendable energy 
in understanding and addressing questions of ethics, 
safety, alignment, and agency—all of which emerged as 
acute areas of interest and concern during the authors’ 
research. The DOD, in collaboration with other parts of 
the US government, has been proactive in articulating its 
positions on key questions of ethics and safety around 
AI development and use for military purposes since first 
adopting principles for AI ethics in February 2020. In 
February 2023, at the conclusion of the Responsible AI 
in the Military Domain conference, the US Department 
of State released a “Political Declaration on Responsi-
ble Military Use of Artificial Intelligence and Autonomy” 
as the foundation for the establishment of international 
norms and standards for the development and use of 
military AI. The document includes twelve best practices 
that emphasize concepts such as safe and secure de-
velopment, extensive testing, and human control and 
oversight, among others, that endorsing states should 
implement.30 

These principles and best practices as well as current laws, 
policies, and regulations provide a useful foundation for re-
solving critical questions about agency, such as:

30 “Political Declaration on Responsible Military Use of Artificial Intelligence and Autonomy,” US Department of State, February 16, 2023, https://www.state.
gov/political-declaration-on-responsible-military-use-of-artificial-intelligence-and-autonomy/. 

 ¡ Which component of the human-machine teams 
makes decisions under what circumstances?

 ¡ When might the machine’s judgment supersede that 
of the commander? 

 ¡ What implications will these answers have on recruit-
ment, reskilling, and retention of talent? 

 ¡ How does the United States avoid or mitigate tactical 
events and AI/HMT mistakes that have significant 
strategic consequences? 

 ¡ How do we judge the possible risk of AI-enabled 
decision-making in kill chains relative to the cur-
rent and demonstrated risk of human error in these 
decisions? 

Still, as technologies, concepts, applications, and com-
petitions evolve, new questions are likely to be raised. 
Old practices may need to be iteratively revisited to en-
sure that adoption efforts remain relevant, current, and 
appropriate. DOD efforts to maintain leadership at home 
and internationally in establishing AI and HMT ethics 

Army researchers publish a paper suggesting how future soldiers will communicate in complex and autonomous environments. Credit: Army 
Research Laboratory, T’Jae Ellis, https://www.dvidshub.net/image/6611058/evaluating-human-agent-team-performance.
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and safety guidelines should be viewed as a process to 
follow rather than an end state to be achieved.31

Understanding Knock-On Effects of 
HMT Incorporation
DOD adoption of HMT into military operations will elicit 
responses from competitors and lead to changing risks, 
competitions, opportunities, and doctrine. For example, 
the use of HMT-enabled UAS swarms could shift targeting 
priorities from forward-deployed machines to the human 
controllers and decision-makers situated well behind con-
tested environments. Another example can be found in the 
use of an AI-enabled machine to patrol a contested border, 
which could reduce immediate risk to human life and, as a 
result, reduce risks of rapid escalation. However, immedi-
ate loss of life may not be the only escalation pathway per-
ceived by an adversary. If destroying autonomous systems 
is lower stakes than firing on humans, how many downed 
UASs would the United States tolerate? Alternatively, what 
if the AI-enabled machine recommends or makes a bad 
decision that leads to an unprovoked loss of life in the ad-
versary state?

The United States and its allies should intensify examina-
tion of these types of what-if scenarios associated with 
HMT adoption. First, to preempt arguments that DOD has 
not thought through the long-term implications of HMT 
employment, and then to determine the most efficacious 
concepts of use and prepare for possible future risks. A 
combination of iterative tabletop, seminar-style, and live 
war games and model-based simulations would be espe-
cially useful in identifying and preparing for longer-term im-
plications of HMT. These exercises could then inform live 
testing of HMT concepts and capabilities.

Shaping the Narrative Around Military 
Applications of HMT
Mixed feelings and misperceptions about the DOD’s use of 
AI and uncrewed systems persist within the defense enter-
prise and the US polity and society more broadly. Despite 
an increase in the number of young personnel who are 
considered to be more intuitively inclined to technological 
adoption, pockets of stubbornness and contrarianism, and 
efforts to protect institutional equities, remain throughout 
the force. In addition, some social and political perspec-
tives on HMT may be skewed by fears of fully autonomous 
weapons systems and singularities in which AI overcomes 
human control with devastating consequences. Identifying 
and managing the variety of strategic, operational, social, 
and philosophical concerns about accelerating HMT adop-
tion will necessitate a coherent and consistent campaign 

31 “OSINT Ethical Considerations with Amy Zegart,” Janes, September 28, 2022, https://www.janes.com/intelligence-resources/open-source-intelligence-
podcasts/podcast-details/osint-ethical-considerations-with-amy-zegart. 

to shape the narrative around military AI use and HMT. This 
narrative should stress:

 ¡ The demonstrated and prospective advantages HMT 
will provide to warfighters and decision-makers, 
and the budgetary efficiencies that could be gained 
through deeper adoption of HMT; 

 ¡ The measures DOD is taking to ensure the safe and 
ethical development and use of AI and to build hu-
mans’ trust in machines; and

 ¡ The centrality of human agency to human-machine 
teams.

Summary of Recommendations 
and Conclusion
HMT offers several advantages to twenty-first-century mili-
taries. As such, the DOD must invest sufficient time and re-
sources to address the challenges to adoption discussed 
above. Catalyzing HMT adoption will necessitate a combi-
nation of new ideas, procedures, and incentives, as well as 
intensification of promising ongoing adoption acceleration 
efforts, especially related to the following areas:

 ¡ Developing an enterprise-wide approach to HMT 
adoption that builds on and provides sufficient 
money and authority to the establishment of central-
ized structures such as the Chief Digital and Artificial 
Intelligence Office to ensure that requirements, capa-
bility, infrastructure, and strategy development as well 
as procurement and vendor engagement are mutually 
reinforcing across the DOD. 

 ¡ Rapid, iterative, and aggressive experimentation in 
settings that replicate the challenges of a real-world 
operational environment will facilitate adoption by 
helping humans test and understand the breaking 
points of HMT technologies. Different levels of ex-
perimentation can also build human trust in their AI 
teammates necessary to optimize HMT value. 

 ¡ Melting the “frozen middle” through reforms that 
increase incentives for moving quickly, align DOD 
and congressional reform priorities, and reinforce 
efforts to ensure an enterprise-wide—rather than ser-
vice-by-service or command-by-command—approach 
to HMT adoption. The Atlantic Council Commission on 
Defense Innovation Adoption has developed several 

https://www.janes.com/intelligence-resources/open-source-intelligence-podcasts/podcast-details/osint-ethical-considerations-with-amy-zegart
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specific recommendations32 that apply to the acquisi-
tion and adoption of HMT capabilities.

 ¡ Articulating and demonstrating the multilayered 
value of HMT in gaining advantage over competitors 
and potential adversaries in a future operational envi-
ronment characterized by significantly increased pace 
of operations, amount of available data, and complex-
ity of threats.

 ¡ Continuing to lead on issues of agency and eth-
ics by prioritizing the ethical and responsible de-
velopment and use of trustworthy AI and keeping 
humans—and human judgment—at the center of hu-
man-machine teams. The US government and private 
sector should revisit and update guidelines around 
agency and ethics to reflect contemporaneous tech-
nology development trends and capabilities.

 ¡ Development of strategic messages that highlight 
the value and safety of HMT for consumption by DOD 
and congressional stakeholders as well as American 
society more broadly. 

32 Lofgren et al., Atlantic Council Commission on Defense Innovation Adoption Interim Report.

The United States’ AI strides are not occurring in a vacuum; if 
the Pentagon is slow to adopt HMT at scale, it risks conceding 
military edge to strategic competitors like China that view AI 
as a security imperative. Machines and AI agents are becom-
ing ubiquitous across the twenty-first-century battlespace, 
and the onus is on DOD to demonstrate, communicate, and 
realize HMT’s value to achieving future missions and national 
objectives. 

The United States’ AI strides are 
not occurring in a vacuum; if the 

Pentagon is slow to adopt HMT at 
scale, it risks conceding military 

edge to strategic competitors like 
China that view AI as a security 

imperative.
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