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We live in an era marked by rapid digital transformations, a time when every facet of our culture—including businesses, govern-
ments, and civil societies—is undergoing an unyielding technological metamorphosis. The relentless, ever-increasing pace of 
this change presents a stark paradox: while societal norms and behaviors shift to accommodate this new digital reality, our legal 
and regulatory systems often find themselves in a perpetual game of catch-up from a position further and further behind. More 
recently, major regulatory frameworks have employed an arguably more effective risk-based approach, in which requirements 
can become more stringent based on risk categorization. However, these regulations are limited in jurisdiction, and will need to 
be updated over time as new technologies emerge. Furthermore, they aim to set the bounds for allowable behavior, and do not 
prescribe specific actions for organizations in most contexts. In this underregulated environment, private organizations, relying 
only on basic compliance to restrict decision-making, are introducing systemic risks that could jeopardize the fabric of societies. 
Action must be taken by organizations in the public and private spheres for the continued viability of the commons and for the 
benefit of all.  

In response to this adaptive dilemma, a dynamic and proactive framework can help to inform and guide technology policy decisions. 
This framework is designed primarily for technology policymakers, as well as leaders in the private sector who are keen on setting and 
following best practices that anticipate, and exceed, existing compliance standards. Additionally, developers, designers, and business 
leaders can leverage this framework to reconcile business imperatives with ethical and societal concerns, thereby mitigating risk and 
building trust in their technology.

Numerous frameworks, such as those from the European Union (EU), the US National Institute of Standards and Technology 
(NIST), the Executive Office of the President under the Biden-Harris administration, and the Organisation for Economic Co-
operation and Development (OECD), have tried to tackle technology policy challenges.1 These efforts need to continue at 
pace if societies are to withstand the barrage of systemic risks from advanced technologies—and the framework discussed 
herein will contribute to augmenting transparency, ethics, and rigor in modern technology policy. This framework positions 
policies along a spectrum between two competing values, indicating which value carries more weight in the resulting policy. 
It is distinctly different from—and an additive to—existing regulatory frameworks. 

This approach aims to provide a nuanced perspective, stimulate discussions, and delineate guardrails for teams responsible 
for creating and upholding requirements for the design, development, and governance of technology. It offers a broader 
context for regulatory precedent and encourages forward-thinking policy decisions. The private-sector audience will be 
prompted with a proactive, risk-based approach that encourages entities to go beyond the legally required minimum, or to 
be “forward compliant.” For them, this will entail anticipating, preparing, and implementing controls for future legislation, 
thereby fostering a culture of proactive compliance.

This idea can be represented on the following spectrum.

I.   INTRODUCTION

Proactive risk-based approach ＞ Legally required minimum

Risk-based decision-making proactively protects both consumers and the organization.

Risk-based decision-making is consistent with a desire to 
achieve “forward compliance,” a proactive approach to current 
risks and potential forthcoming regulation. For example, in 
creating internal privacy policies, it is reasonable to assume a 
regulator will legislate around personally identifiable information 
(PII), and organizations would strive to be compliant. A risk-

based privacy approach goes further and applies protections 
greater than mere compliance, perhaps extending to include 
PII inferences and increasing measures of security beyond 
the minimum requirement. This approach also addresses 
risks that arise over time, especially as business practices and 
technologies evolve.2

For a deeper exploration of the value spectrums framework itself, please review Principles to Practice: Using Ethical Spectrums 
to Guide Decision-Making, the companion paper in which these spectrums were originally introduced.3 This paper employs the 
same sections and spectrums as its predecessor, but has adjusted the order and articulation to increase public-sector relevance.

https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence
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These examples highlight where the policy recommendations align with major current regulatory frameworks. The example 
coverage is representative of the current regulatory landscape, which is largely led by European legislation. Both private- and 
public-sector readers may find it useful to note where there are gaps in regulatory coverage, as those may be opportunities to 
advance current standards. 

In the private sector, there is an opportunity to use the framework to ensure the decision-making in the organization reflects its 
value priorities. Wherever an organization chooses to be along any one of these spectrums, the deliberate process of weighing 
priorities will help to connect product features directly to organizational values, reinforcing culture and optimizing for distributed 
decision-making. This process also helps to substantiate policy decisions that might be communicated publicly.4 

In this framework, the overarching goal is to protect the continued sustainability and enrichment of the human condition. This 
notion is further extended to technology policy decision-makers, who set the outer bounds of possibility for each spectrum with 
a bias toward protecting a baseline quality of life for individuals. 

In summary, this framework aims to balance the profound role of technology in advancing societies with the collective interest in 
ensuring the safety and security of individuals and groups. By integrating technology advancements with conscientious regula-
tory foresight, these proposals are intended to walk a fine line of continuing to embrace innovation while stepping up efforts to 
protect the most vulnerable—with ambition toward a sustainable, inclusive, and secure digital future.

Throughout the policy spectrums, policy examples from major technology regulatory regimes  
will be referenced, showing where they land along the policy spectrum. 
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Local cultural norms can be widely variable and for data (and its descendant uses) to be valuable, data must meet the local stan-
dards and stakeholder expectations. To achieve this, organizations and institutions might take a risk-, principles-, or rights-based 
approach to maximize local resonance and minimize harm. The extent an organization might be willing to go will depend upon the 
potential value from a particular market.

Thoughtful policy design does more than simply protect individuals and organizations through risk mitigation; it has the 
inherent potential to generate new value by improving relationships and retention with existing stakeholders, while attracting 
new stakeholders.

The spectrums recommended as a starting point include the following.

II.   DATA PROCUREMENT AND USE

Outdated data is a risk to model integrity, informed decision-making, and legal liability.

Less data may result in both better analysis and less risk.

Collect relevant data ＞ Collect anything and/or everything possible

Informed consensual use of data ＞ Exploratory use

Data expiration＞Digital perpetuity

It is always best to first consider the strategic questions that 
need to be answered and then figure out how those answers 
should be informed by data. In some cases, the data may 
serve multiple purposes, for both the user and the collector. 
For example, an app could collect location data to give users 
more relevant search results, but also to personalize ads. It is 
important to understand all the ways in which the data will be 
leveraged from the start. After questions and purposes are ar-
ticulated, data maps can be created to specify the data that 

must be collected. Then, data scientists can consider data-min-
imization techniques to further reduce the data needed to an-
swer the questions, while ensuring that the resulting dataset 
remains adequately representative of the circumstances and 
populations it is intended to cover. This minimizes the data bur-
den—the infrastructure, processes, and personnel required to 
handle large volumes of data. This leaves the organization in a 
strong strategic position, having derived valuable insight with 
minimal data risk should a breach or leakage occur.

Plan for how to use data, be transparent about its use, and gain consent.

The more specific and informed the consent regime, the lesser 
the future liability and the stronger the trust relationship with 
the data provider. Data subjects hold a range of expectations 
about the privacy of data they share and what constitutes ac-

ceptable secondary and tertiary uses. These expectations are 
often context dependent. Designers and data professionals 
should give due consideration to those expectations, and align 
products and services accordingly.

It might be a priority to keep data as a record or as a resource 
for future use. However, the longer data is kept, the higher the 
security and privacy risks become, all while value and public 

perception are degraded. All data has a useful life. Designers 
and policymakers should consider this as part of security proto-
cols, consent regimes, and policymaking. 
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⊲	 Opt-ins are non-transferrable. If data is disclosed for one or 
multiple agreed purposes and the data collector wants to use 
it for another purpose, they must gain consent from the data 
disclosers. Ideally, agreed purposes provide reasonable flex-
ibility to the collector, while being specific in nature. 

⊲	 Make opt-ins verifiable. The method and context of consent, 
mechanisms used to grant consent, response(s), and date/
time should all be included in metadata. Data professionals 
should strive to use data in ways that are consistent with the 
intentions and understanding of the disclosing party. 

•	To be able to audit for veracity of consent, even more 
information is necessary to ensure the veracity of the 
method and the capacity of the consenting party. For 
example, establishing lawful bases of consent, age ver-
ification, avoidance of consent fatigue, testing of consent 
interface, tracking of chain of custody, etc. 

⊲ Make opt-ins progressive. Allow users to proceed anony-
mously or as a guest immediately, or as early as possible. If 
users want to do something that requires PII to function, only 
then should they be asked to volunteer additional informa-
tion that is strictly relevant to the action at hand.

•	Offer users self (on their own device) or third-party op-
tions to store that information and give options to ex-
punge shared PII after the transaction.

•	Give users a series of data-collection options as dynamic 
as the range of functions they need. For example, re-
quests of location data on mobile devices should prompt 
users to “allow location data for this instance,” instead of 
presenting them with an option to leave it off or turn it on 
in perpetuity. This reduces the permanence of data and 
further aligns data collection with the values and privacy 
expectations of users.

⊲ Allow users to opt-out of (or refuse to opt-in to) collection 
of PII and/or interaction data while still being able to use the 
platform—with or without a reasonable fee. Organizations 
should strive to allow everyone to have access to the social and 
economic benefits of data, especially data about themselves.

•	Opt-outs should be retroactive. Allow users to opt out 
at any point and retract all the PII collected up to that 
point. This may trigger a refactoring of a trained model 
if the PII removed was used to train the original model. 

The General Data Protection Regulation (GDPR) [Article 
17] requires data controllers to notify users if they 
intend to process personal data for a purpose other 
than that for which the personal data was collected and 
specifically consented to. Users may exercise their right 
to opt out of data processing at any time.

The California Consumer Privacy Act (CCPA) [1798.135] 
provides users with the right to opt out of data 
processing about them. GDPR [Article 6] requires users 
to opt in before any processing of data about them can 
occur.

Data collection opt-out＞Progressive opt-ins ＞Verifiable opt-in＞Non-transferrable opt-in

In each section, the recommended spectrums will be applied to specific policies to demonstrate how a policy can vary depend-
ing on where it falls along the value tradeoffs. For example, in this “Data Procurement and Use” section, we will cover how opt-in 
policies, consent policies, and provenance policies vary along these spectrums.

Under each policy matter, the spectrums will continue to be used, with the most aggressive ethical stance on the left and the min-
imum bar on the right. These areas will employ the continued use of “>” representing “over” as each element is compared to the 
others, as borrowed from the agile manifesto and proven in practice to align with existing processes. Each will then be described 
in order from the weakest—that is, the legally required minimum (in any jurisdiction)—to the strongest ethical stance.

Each subtopic discusses a set of must-have considerations for policy-oriented societies to embrace artificial intelligence and the 
innovations made possible because of it.   

OPT-IN AND OPT-OUT POLICIES

An opt-in policy for a particular act of data collection, processing, or storage represents the specific action required by the user to 
consent. In other situations, where consent can be assumed, opt-out policies become paramount. Opt-in and opt-out policies vary 
centrally on whether consent is assumed as a default and the extent to which that consent is applied beyond its original context. 
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•	At any point, users should be able to download all the 
data a platform might have amassed about them to gain 
transparency into the collection and use that has oc-
curred up to that point. •	At any point, users should be able to review and un/

verify the data a platform holds about them, particularly 
when the data is used to make decisions about their ex-
perience on the platform or in real life.

⊲	 Present a clear list of items to which a user is consenting 
regarding the data they are disclosing. 

•	To help recipients make informed decisions, organiza-
tions should present materials in a way that is approach-
able to average individuals by focusing on where in the 
process the consent requests are presented and how 
they are used. This might mean having a readable, us-
er-friendly version presented prior to the legally bind-
ing language. It could also mean listing the consent 
requests, ranked from most concerning for informed us-
ers to least concerning. In industries dealing with highly 
sensitive data (e.g., health, financial), it is especially 
relevant to include how data will be protected and the 
higher risks that are mitigated.

•	Have transparency regarding what questions the data 
being collected will be used to answer. Digital forms of-
ten offer this feature with a “more information” icon that 
can be hovered over for more details.

⊲	 There are circumstances in which interactions with AI could 
alter “life trajectories” beyond a single instance, such as 
when employers screen candidates using third-party ven-
dors that then also permanently disqualify them from a 
number of other employers based on that single screen.5 
These circumstances should require “educated consent,” 
not merely “informed consent,” for users to truly understand 
the technology to which they are consenting and its implica-
tions for their lives.

CONSENT

Maximizing transparency at the point of data collection can minimize more significant risks later. Design practices that incorporate 
deliberate decisions about transparency, configurability, accountability, and auditability will serve to mitigate downstream digital 
risks. To this aim, consent practices should strive to inform the user of what they are consenting to, and what possible conse-
quences they may face. 

GDPR [Article 7] requires users to give demonstrable 
consent for personal data processing to occur 
and obligates the data controller to provide key 
information including “the existence of any automated 
decision-making, including profiling…and meaningful 
information about the logic involved, as well as the 
significance and the envisaged consequences of such 
processing for the data subject.” 

Delegate consent＞Educated consent＞Clarity of consent

GDPR [Article 15] gives data subjects a “right of access,” 
which says that, when requested, any company must 
provide the user with the personal data about them. 
The company should provide it in a way that is easy to 
read, do so in a timely manner, and include background 
information on how it got the data and how it uses it.

GDPR [Article 17] stipulates individuals have the right 
to have personal data erased. This is also known as the 
“right to be forgotten.”
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⊲	 Each time data is sold or transferred to another party with 
separate governance, notice of that transfer must be given 
to the original data discloser.

⊲	 Individuals could be informed of consent of disclosure, and 
given an opportunity to withhold it, if an employment, hous-
ing, education, healthcare, or life-altering decision is going 
to be made by an automated system. Similar considerations 
could be had for biometric information that is going to be 
analyzed, stored, or tracked. While there are many valid 
reasons why opting out could preclude access to employ-
ment, housing, education, healthcare, or other life-altering 
decisions, organizations should strive to minimize these in-
stances except when strictly necessary—for example, as a 
means of security. In cases where a disability could prevent 
a person from participating, an opt-out or non-biometric al-

ternative should always be provided, which should be able 
to result in provision of service. 

⊲	 Each time data is sold or transferred to another party with 
separate governance, consent for that transfer must be ob-
tained from the original data discloser.

⊲	 Platforms should strive to give users the ability to be 
granted, and retain access to, aspects of the platform even 
if users decline or retract consent critical to other portions.

•	There should be provisions for circumstances where 
users change their mind on consent—where either they 
offered consent and want to retract it, or they decide to 
grant further consent for more features. 

•	In the public sector, where its users are granted rights, 
withholding consent for PII collection must not result in 
the denial of service. Provisions must be in place to pro-
vide rights afforded to residents and/or citizens regard-
less of data collection.

⊲	 Give the ability to delegate consent requests to a proxy (a 
human, algorithmic, or hybrid entity that makes privacy- 
or judgment-oriented choices that someone else might 
subscribe) after an initial opt-in, removing the burden on 
the user for making repeated and potentially less informed 
technical judgments, and allowing this to be a potential 
service offering for consumers. This recommendation is 
conditional on the delegation decision being transparent 
to the user and the user having the ability to retract any 
delegation decision—or the proxy itself—at any time. 

•	On a platform or device, allow users to elect/follow a 
proxy for their consent, privacy, and/or security settings. 
This enables users to delegate decision authority to a 
more informed party (with permission). Examples of 
proxies include a “super user” with followers for their 
settings, or predefined setting profiles (such as “less 
personalized” to “most personalized”) that users select 
based on their preference.

GDPR [Article 7] requires the data controller to provide 
notice to the user of personal data transfer to third 
parties outside of the European Economic Area (EEA).

Retain access＞Consent to transfer＞Opportunity to withhold ＞Notice of transfer
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⊲	 Metadata can, and should, be leveraged to track and verify 
data sources and provenance.

•	All data about individuals should carry metadata that 
includes a robust (who/how/what/where/when) context 
of consent. 

•	The provenance of a model (data subjects, purpose, 
governance, etc.) should be described through meta-
data that is amended throughout the model’s lifecycle.

⊲	 Any inferences made regarding PII (age, gender, etc.) 
should be treated as PII and protected as such. In this con-
text, inferred data is quasi-PII in that it is created with a 
prediction model, but if data was provided by a data sub-
ject, it would be covered as PII. Inferred data is a special 
type of synthetic data.

⊲	 Data disclosers should retain agency over how and for 
what purpose the data they disclose will be used.

•	Consent proxy delegation (human, algorithmic, or hy-
brid) follows data as it travels, allowing the discloser (or 
discloser’s proxy) to keep meaningful control over the 
data as it changes hands and uses.

⊲	 Data disclosers should be able to verifiably audit how their 
disclosed data was used and for what that data was used, 
including editing/expunging PII or inferences made based 
on prior disclosures. 

PROVENANCE

Policies must be sensitive to the fact that with the “big data” used in AI systems today, anonymity of individuals represented in 
the data is largely impossible for a sufficiently motivated actor.6 Terms such as “pseudo-anonymous” are often reliant on contract 
terms or an assumption that the data won’t be shared or combined with other data. As such, policies should strive to reflect the 
non-existence—or at least extreme difficulty—of anonymity in big-data and AI systems. Given this, combined with an increasing 
patchwork of global regulations, carrying the provenance of data throughout its lifecycle is critical to honoring rights guaranteed 
to individuals.

Verifiable audit＞Retain agency＞Protection of PII inferences ＞Source metadata

[Opinion No. 20-303, p. 15] California’s attorney general 
has stated that “internally generated inferences that 
a business holds about a consumer are personal 
information within the meaning of the CCPA, and must 
be disclosed to the consumer on request.” This is true 
even if the information on which the inferences are 
based was exempt from the CCPA when collected.
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AI, algorithmic, and autonomous systems are increasingly part of the products and processes of daily life. Omnipresence should 
not be mistaken for infallibility. In fact, any regulations for these systems should assume fallibility, check for it, include human re-
view, and adapt to changing contexts—from development and deployment to maintenance.

III.   ARTIFICIAL INTELLIGENCE

Prioritize human consequence and agency＞Reliance on AI

Retrain (dynamic) models＞Static models

Trustworthiness＞Transparency

A human-centered approach is key to deciding where it is appropriate to apply AI.

Every algorithm, system, and model holds the possibility for 
error. Where insights derived from data could impact the hu-
man condition, the potential for harm at scale to individuals and 
communities should be the paramount consideration. Big data 
can produce compelling insights into populations, but those 
same insights can be used to unfairly limit an individual’s pos-
sibilities in life. There are specific use cases for AI that require 

special consideration to mitigate the realization of severely ad-
verse outcomes. Regardless of the governance approach—be 
it risk based, rights based, or principles based—use cases with 
even a slight potential for detrimental impacts, such as threats 
to health, personal freedom, or overall well-being, must un-
dergo the strictest regulatory scrutiny, evaluating both whether 
and how they should be deployed.

Dynamic models preserve value and provide sustainability. 

There needs to be consideration for how a model’s data and 
decision-making ability will fare with time and shifting circum-
stances. Without retraining, a model is not just incomplete, but 
ineffective as a sustainable tool for the population it aims to 

serve. While models that can shift based on real-world context 
or discovered features should be pursued, dynamic models 
come with their own risks and may be more susceptible to bias 
feedback loops or adversarial attacks.7 

Transparency is a useful reform tool, but trust is what provides stability throughout an organization.

When it is genuine, transparency can be a critical component 
of an effective communications strategy, but an abundance 
of transparency about superfluous things can be used to dis-
tract from bigger, lesser-known issues. Being trustworthy is a 
higher bar than maximizing transparency for its own sake. To be 
trustworthy means supporting and advancing the values and 
interests of stakeholders and requires attending to establish-
ing, building, maintaining, or repairing trust. This could mani-

fest in many ways, and efforts to build trust in the public sector 
might look different than in the private sector. The point here 
is that the outcomes transparency tries to achieve are often 
better served through a focus on manifesting trust. The level 
of attainable transparency for any organization is capped by 
the opposing risk of too much transparency. Trust, on the other 
hand, is limitless.
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⊲	 An auditable record should be kept of the model itself, 
the algorithms and datasets used, the factors applied, the 
factors’ corresponding weights, and the model outcomes. 
If changes are made to the data, algorithm, or model over 
time, the record should include, at a minimum, the actor, the 
change made, and the reason for the change.

•	In cases where an automated system makes a decision 
that affects a human’s ability to proceed with their in-
tended course of action, the metrics and reasoning of 
that decision should be transparent, understandable, 
accessible, and subject to recourse.

•	The benefits of an autonomous system should be evalu-
ated based on its overall systemic impact, rather than on 
a single performance metric. For example, if the rise in 
availability of autonomous vehicles causes more use of 
car transportation overall, autonomous vehicles should 
be evaluated in terms of total auto fatalities, not just fa-
talities per vehicle mile traveled, and compared to man-
ually driven cars.

•	Systems that self-optimize over time must be treated 
with an elevated risk profile. These systems should be 
routinely monitored for deviations and amplification of 
unwanted bias, and routinely subjected to a third-party, 
independent audit.

•	For generative AI systems based on large language 
models (LLMs) where the models are necessarily black 
boxes, it is paramount to retain model outputs for as-

sessing drift, coherence, or any future audits that might 
be required. 

•	Outputs from LLMs should be catalogued and water-
marked with the ability for third parties to query for 
matching output.

⊲	 There should be a prohibition of deceptive or psycholog-
ically manipulative actions against humans by AI tools, 
whether material harms are experienced or not.

•	AI systems should not be allowed to represent 
themselves as human agents.

•	As a default, AI-generated content should be labelled 
as such.

•	Autonomous systems seeking to mimic humans, when-
ever any party to an interaction is human, must disclose 
whether they are a machine, the responsible party, and 
the purpose of the interaction prior to gaining consent 
for the interaction from the human.

DATA SCIENCE

Humans must be accountable for autonomous systems, and must hold agency over and meaningful control of those systems. All 
datasets and accompanying analytical tools carry a history of human decision-making. That history should be carried with the data 
for as long as possible, in order to remain auditable throughout its lifecycle.

Today’s marketing “holy grail” is finding a way to communicate 
with an audience of one.8 This, however, requires organizations 
to know a substantial amount about an individual, likely includ-
ing PII. There are myriad risks involved in having such depth 
of information on so many people. Striving to minimize the 
amount of information needed while still achieving the same 
goal reduces risk and preserves value in the long term. In the 

case of marketing, all that is needed to achieve a comparable 
level of value is to be aware of which communications persona 
a stakeholder is most responsive to and to ensure that they 
are categorized in the right bucket at an appropriately relevant 
(yet minimal) level of specificity. This minimizes the amount of 
information needed for any single person and makes marketing 
operations much simpler—everyone wins.

The EU AI Act [Article 5] prohibits the use of an AI 
system that “deploys subliminal techniques beyond a 
person’s consciousness in order to materially distort a 
person’s behavior in a manner that causes or is likely 
to cause that person or another person physical or 
psychological harm.” 

Model an aggregate population＞Model an individual

Avoid collecting excessive personal information, while deriving similar value with less risk. 

Human intervention＞Ethical review ＞Prohibition of deception ＞Auditable record
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⊲	 Products and research practices should be subject to ethical 
review and/or third-party independent audit. Organizations 
should establish consistent, efficient, and actionable ethics 
review and audit practices for new products, services, and 
research programs. 

•	Instate internal accountability measures that include 
representation of AI expertise on the board of directors. 
External ethics advisory boards can also be helpful. 
These governance bodies should be responsible 
for oversight of the implementation and continuous 
updating of monitoring and transparency measures.

⊲	 The need for human and machine collaboration cannot 
be understated. Determining the appropriate amount of 
human intervention is a question of balancing probability 
with consequence—a risk-based decision-making process.

•	When autonomous systems are being designed, devel-
oped, deployed, or repurposed for any new or novel 
contexts, an appropriately knowledgeable human—or 
governance body—should make go/no-go decisions for 
an initial period of time or number of instances. It might 
make sense to have this human oversight in perpetuity.

•	When considering or deploying autonomous systems 
for high-impact use cases (e.g., healthcare, safety), 
the necessity of a permanent human manager should 
be considered.

The EU AI Act takes a risk-based approach to 
regulating AI systems, in which the higher the risk 
of the implementation, the more restricted the use. 
Similarly, some private organizations take a risk-based 
approach with their internal policy, applying higher 
standards of governance and accountability to higher-
risk AI uses.

In situations where an AI either acts as the safety 
component of a product or makes up the entirety of a 
product (including that product’s safety component), 
the EU AI Act [Article 6] categorizes the AI as 
“high-risk,” the most restricted category behind 
“unacceptable/prohibited.” High-risk AI is subject 
to greater requirements and an ex-ante conformity 
assessment before use. 

MACHINE LEARNING

The rapidly evolving nature of machine-learning (ML) applications necessitates organizational, and perhaps even national, 
interventions for rigorous testing, benchmarking, and auditing of ML-based systems for fairness, accuracy, and reliability across 
an appropriate and defined range of use contexts and populations. 

⊲	 Evaluate training data for ethical sourcing, and consistently 
monitor for new bias in source data.

•	For any data-ingest system for data scientists or AI de-
velopers, integrate tools or user experiences to help 
users understand and identify whatever relevant bi-
ases might be present in datasets that could be a risk 
to data quality. 

⊲	 For any “black box” ML-based system to be deployed, make 
accessible information that states the improvements the ML 
system offers over the status quo and the ongoing protocol 
employed for measuring improvement on relevant metrics, 
so that the advantage of the AI system compared to the hu-
man/status quo option is clear.

⊲	 Each time a model is sold, shared, or transferred to another 
party with separate governance, this transfer should be 
disclosed in a way that includes: rules the implementer 
should follow; caveats about the data/algorithm/model; 
known biases the algorithm amplifies, or does not take 
into account (and if the model accounts for bias, disclosure 
regarding how it does so and its limitations); and what 
fairness issues might exist and what decisions have been 
made to mitigate fairness risk.

⊲	 When there is payment for models—as in models as a 
service (MaaS) business models—liability for the models’ 
outcomes must be determined and documented as part of 
the transaction. 

Determined liability＞Disclosure within transfers ＞Clear improvement ＞Attentively train
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Policymakers and public-sector organizations should consider how technology interfaces with and impacts broader communities, 
as they have a duty to ensure net societal benefits while protecting the public from harm. In the face of applying novel technology, 
they must balance the potential for profound benefit with minimizing disparate and negative impacts. They should also consider 
the opportunity to model governance behaviors and practices at the highest level. 

IV.   PUBLIC SECTOR

Inclusive consideration＞Utilitarianism

Protection of the commons＞Incentives for individuals

Protect and plan for the most vulnerable populations, who are often on the fringes of consideration.

In the face of potentially harmful impacts from technology, the 
public sector must prioritize the needs of the most vulnera-
ble, in order to minimize the potential amplification of preex-
isting, discriminatory institutional structures. The Universal 
Declaration of Human Rights should act as a baseline standard 
whose provisions should be prioritized above all else. Where 
other sectors and contexts fail to consider certain populations 

due to minority status, disenfranchised identity, or other fac-
tors, the public sector must act as an advocate and a safety 
net. When considering the needs of the collective, these pop-
ulations must be included in the whole. Rather than placing ex-
cessive weight on the experience and utility of the majority, 
governments must always weigh the risk of how the most vul-
nerable could be disproportionately affected.

Consider the needs of the collective over the interests of individuals.

The “Tragedy of the Commons” describes a phenomenon in 
which a shared resource, from which no one can be excluded, 
is degraded over time due to each individual’s incentive to get 
more out than they put in. Public organizations and services 
should strive, as much as possible, to protect, maintain, and 
bolster the public commons. In the context of technology’s ef-
fects on society, the commons of public privacy have shifted. 
To avoid the detrimental effects of misaligned incentives, the 
public sector should prioritize the collective needs of the public 
and serve to set both guideposts and boundary lines for pri-
vate behavior, preventing the private interests of individuals or 

organizations from infringing on the needs of the collective or 
any particular marginalized group. For example, a business that 
sells security cameras, like the individuals using them, is incen-
tivized to install as many as possible, covering as wide an area 
as possible. While it is generally legal to record video and audio 
in public, the public sector often protects a “reasonable expec-
tation of privacy,” which includes stipulations around whether 
and where cameras can be placed, hidden, etc. These bounds 
should be informed by the values and priorities of the public, 
especially those most vulnerable, and should apply to the prin-
ciples and functions of public organizations.

Empowered public＞Informed public

Go beyond communication to collaboration with those affected by public decision-making.

Public participation is a value based on the belief that those 
who are affected by a decision have a right to be involved 
in the decision-making process—if they are not at the table, 
they are on the menu. It is a standard above an informed 
public because it requires seeking out, recognizing, and 

communicating the needs, interests, and ideas of those 
affected, and subsequently promises that the contribution 
of the participants will have influence on the decision. Often, 
this requires making the information and participation more 
broadly accessible.
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The pace of technological advancement is growing expo-
nentially, and its impacts are too large and systemic to be 
approached with protocols designed for a previous decade’s 
status quo. The public sector should lean into existing policy ex-
perimentation initiatives and expand their remit. Contemporary 
approaches to agile governance are focused on being respon-
sive to stimuli, often taking the form of technological progress. 
What would be more impactful, for example, is to leverage data 
science for long-term policy. For instance, technology and data 
science give governments the capacity to understand hyper-lo-
cal market conditions, as well as trends over time. Failing to tie 
these to relevant policies, as opposed to a one-size-fits-all ap-
proach, is a missed opportunity. For example, through Fannie 
Mae and Freddie Mac, the US government provides liquidity, 
stability, and affordability to the mortgage market by buying 

consumer loans from lenders. Twenty years ago, Fannie Mae 
and Freddie Mac had one maximum loan amount for the conti-
nental United States, and another for Alaska and Hawaii, argu-
ing that home prices in those states were structurally different 
from those in the rest of the country. When markets such as 
New York and San Francisco became more expensive than 
Alaska and Hawaii, the failure to be more proactive to local 
markets highlighted dysfunction in housing policy. Today, the 
United States is still a long way from locally indexed housing 
policy, but Fannie and Freddie now treat a few dozen counties 
in the continental United States as similar to Alaska and Hawaii.9 
Governance bodies should be leveraging these capabilities to 
enshrine new policies that proactively iterate in dynamic and 
responsive ways, where interventions can still happen but are 
the exception, rather than the rule.

Proactive iterations＞Reactive incrementalism

Keeping pace with technology and its effects necessitates anticipation and creativity.

⊲	 For any government use of machine learning, neural 
networks, or other AI techniques, there should be public 
disclosure of performance metrics on bias, fairness, 
accuracy, and reliability, as well as consumer notice of 
associated risks and limitations. These metrics should 
always include performance of the AI-based system 
compared to performance of the status quo.

⊲	 For any government use of machine learning, neural 
networks, or other AI techniques, there should be 
mandatory funding of regular (quarterly, biquarterly) studies 
that report on disparate impacts of protected classes, 
ideally conducted by a neutral third party. Testing protocols 
must be published.

•	If statistically relevant disparities are discovered, the sys-
tem should be retuned within a prompt, predefined time 
period (e.g., thirty days), and repeated until the problem 
is solved. If the system is producing disparate impact 

for more than a predefined limit (e.g., three consecutive 
months), its use must cease, and humans should take 
over until the system can remove disparate impacts that 
are more significant than human-administered policies.

⊲	 Governments should empower sector-specific agencies 
(like health, education, criminal justice, and welfare) to audit 
and monitor high-risk autonomous systems within their do-
mains to reflect their own histories, regulatory frameworks, 
and hazards. 

⊲	 There is a need for a national AI safety body to determine 
a risk-, rights-, or principles-based approach to regulating 
AI systems. It would be tasked with review of proposed 
autonomous systems in addition to governance of existing 
ones. Similar to how other standards bodies work today 
(e.g., the National Transportation Safety Board), the safety 
body sets a minimum bar and sectoral agencies (e.g., the 
Environmental Protection Agency) can set higher standards.

AUTONOMOUS SYSTEMS

Public-sector policies around autonomous systems should reflect the priority of just and quality service to society. Public-sector 
organizations, in particular, should consider investment in the veracity and transparency of their models.

National-level safety standards＞Empowering sectors＞Addressing disparate impact＞Public performance disclosure
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Appeal and remedy＞Robust decision-making ＞Audits and understanding

⊲	 Vendors and developers who create AI and automated 
decision systems for use in government should, short of 
a court order to the contrary, be made to waive any trade 
secrecy or other legal claim that inhibits full auditing and 
understanding of their software.

⊲	 On any “black box” system in the public sector that impacts 
the safety and freedom of humans (no-fly lists, parole, ac-
cess to government entitlements, health-insurance risk 
pooling, etc.), the models applied to such high-impact de-
cisions should be made based on a robust variety of indi-
cators, be routinely tested for disparate impacts, and have 
results of these studies published. Furthermore, invest-
ments should be made in improving these systems by mak-
ing them explainable.

⊲	 There must be a trackable and auditable means of appeal 
and remedy when access or services are unfairly denied or 
delayed by algorithmic or AI error (e.g., flight registries, ac-
cess to public entitlements). The remedy must happen within 
an established time period, and measures should be taken to 
ensure improved fairness for others with similar use cases.

•	Individual “subjects” of the system must be able to gain 
an explanation of why they were selected, given an im-
mediate opportunity to validate or refute their selection, 
and—in the absence of sufficient evidence from the en-
tity in power or ability to explain the “selection”—must 
be given immediate redress of the situation. In cases 
where facts are contrary to system results, that redress 
should be permanent.

ACCOUNTABILITY AND RECOURSE

Recourse is fundamental to democracy and human rights. To be at all compatible with that given, autonomous systems applied in the 
public sector must be held to the highest standards of recourse, as any public service would be. Policy and legal experts should have 
regular, open conversations with engineers and technologists to further their understanding of, and adaptability to, new technologies 
in order to fully understand that government has the highest level of responsibility to be held accountable for their use.
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⊲	 Restrictions and bans need to be considered for high-risk 
uses of data where errors may cause loss of life or freedom 
(sentencing and parole decisions, no-fly lists, medical risk 
assessment). The protection of free, quality life must be 
treated as the utmost priority.

⊲	 Data, in robust and bias-checked form, should be used to 
inform regulation. This gives legislators a more intimate 
relationship with data and a deeper understanding of its 
strengths and weaknesses.

•	Legislation of data-indexed events should strive to be 
dynamic—responsive to real-world changes—rather 
than static (e.g., retirement age based on life expec-
tancy of a community or conforming loan limits based 
on area median prices rather than a universal, one-size-
fits-all number).

⊲	 No biometric systems, including genomics mapping and fa-
cial and affect recognition, should ever be used as a barrier 
to access for public services, employment, housing, educa-
tion, healthcare, etc.

⊲	 No continuously aggregating databases of biometric 
information should be held by any entity other than law 
enforcement.

•	If law enforcement maintains a biometric database, 
that information cannot be connected to the internet 
in any way. Every access to that system of record must 
be premised by a warrant and be auditable through a 

Freedom of Information Act (FOIA) request or petition 
to a court. Access to biometric information must be rig-
orously prevented from being used for discriminatory 
“predictive” practices. 

•	Prohibition of DNA databases held by law enforcement 
should be considered. At the very least, these databases 
must be subject to highly stringent restrictions against 
being aggregated, licensed, or sold. Prohibitions must 
also require that access be exclusively for known indi-
viduals, and access logs must be routinely vetted and 
tested for foul play.

•	DNA databases should not be used to search and con-
tact groups of people. It should remain acceptable for 
law enforcement, with a detailed and specific court or-
der, to identify specific individuals for a specific reason.

•	DNA should not be used for feature extraction or the 
creation of synthetic data that could then be used to in-
form and/or train an AI process or model.

DATA USE AND SECURITY 

Governments must hold themselves to the highest standards of data security and, in addition, set the outer limits for what is 
deemed an appropriate use of data at large. With the understanding that markets are incentivized to use the highest-value data 
for its highest-value use, there must be guardrails and restrictions to prevent possible infringements on peoples’ lives, liberties, or 
pursuits of happiness. Data has enormous potential to benefit the public sector, specifically regarding the creation and upkeep of 
legislation and other legal measures. Data coming from or used in key public-sector industries like healthcare, transportation, law 
enforcement, or judicial systems must be given especially strict consideration. 

Safety net for private conduct＞Biometric data restrictions＞Data-informed regulation＞Protection of life and freedom

The EU AI Act [5.2.3] explicitly lists “biometric 
identification and categorization of natural persons” 
as a high-risk use of AI. It proposes [Article 43] specific 
restrictions and safeguards to the uses of remote 
biometric identification systems for the purpose of law 
enforcement.
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⊲	 Governments must fulfill their role as a safety net for ethical 
conduct in the private sector.

•	Under the purview of antitrust, platform- or ecosys-
tem-based companies should be restricted from com-
peting with others on their platform by using data 
derived from that company’s participation in the ecosys-
tem or platform. For instance, if an ecommerce ecosys-
tem company learns that there are great profits to be 
made with linen products, and it learned this from linen 
vendors on its platform, the platform company should 
not be allowed to enter this market. 

•	Clear guidelines need to be established about data col-
lected for medical research and the commercialization 
of that data—whether or not it is “anonymized.” 

•	Prohibition of tracking databases (e.g., automatic li-
cense-plate reading and cataloging, smartphone loca-
tion data) built and/or maintained by private companies 
should be considered. At the very least, there must be 
highly stringent controls over these “dragnets” to pre-
vent data from being aggregated, licensed, or sold. 
Prohibitions must also require access to be exclusively 
from known individuals, while access logs must be rou-
tinely vetted and tested for foul play.
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As technology becomes as fundamental to the functioning of an organization as its board of directors and employees, a funda-
mental shift is needed in the way responsibility and accountability are distributed.

Being a responsible body—whether that means a development team, an entire organization, or a nation-state—now includes ac-
countabilities for all the inputs, outputs, impacts, hidden costs, and externalities of the technology tools in purview. The only way 
to achieve the level of insight needed is to develop a culture in which governance is so embedded and routine that it is second 
nature, and in which engaging with governance is commonplace. This exists today in regulated industries such as financial ser-
vices, but less regulated industries can, and should, exercise this muscle too.

V.   GOVERNANCE

Risk mitigation and harm minimization—while maximizing benefits for all—are essential to any long-term value strategy. 

Minimize harm (to stakeholders)＞Maximize value (for shareholders)

Value stays with data subject/discloser＞Data collector/aggregator/user

Fairness through "values transparency"＞Enforcing equality

Above all else, technologies should respect the persons sub-
jected to them, particularly when they are used implicitly or 
without specific consent. When technologies are used to un-
fairly limit an individual’s possibilities, meaningful harm occurs. 
At scale, these harms can be as atrocious as genocide. The 
issue is serious. Even minor harms can compound and scale, 
creating broad disadvantages for inadvertently targeted seg-
ments of the population. 

No money is worth that societal cost. If an organization values 
its stakeholders above shareholders, then the choice to mini-
mize harm to individuals over maximizing short-term revenue is 
always the right choice. In the long term, technology can maxi-
mize its value to all by being averse to harm. 

Ensure a robust data ecosystem to maximize the value that stays with data disclosers.

When data providers retain more value from the information 
they share, they are more likely to continue sharing data. If 
all the value resides with the data collector, the incentives 
for more data disclosure begin to deteriorate. To sustain 
a thriving data ecosystem, it is crucial to guarantee that 

data providers retain a significant portion of this value. This 
approach fosters a generative environment for data-driven 
ecosystems, offering increased opportunities for innovation 
among data collectors, aggregators, and end users, and 
ultimately benefiting the public.

Focus on creating a level playing field and disclose the values that drive that decision-making.

Equality is when everyone gets the same thing, regardless of 
their personal needs or situation. Equity happens when people 
are given what they need in order to engage fairly with oth-
ers. When aspiring to equity or fairness, it is important to note 
that the correct approach is largely subjective, as it depends 

on an interpretation of need. In the context of AI, fairness is in 
demand. But the only way to truly understand how an organi-
zation is optimizing for its unique definition of fairness within its 
autonomous systems is to understand the values for which it is 
prioritizing and optimizing. 
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RECOURSE AND REDRESS

Efficient and effective methods of recourse and transparent processes for redress are essential to the transparency, accountabil-
ity, and sustainable functioning of any system, especially in cases in which autonomous systems are carrying out decisions that 
would otherwise have been executed by a human and/or are affecting the decisions of other actors. At the very least, autono-
mous systems should be subject to the same recourse and redress obligations as a person would be in a comparable situation. 
Additional measures should be heavily considered to account for the scale of impact possible with autonomous systems and the 
inability of these systems to self-monitor and self-correct.

⊲	 Provide protections for conscientious objectors and ethical 
whistleblowers.

•	Ethical malfeasance of data practices for autonomous 
systems should be reported within companies. 

•	One way to encourage disclosure and public reporting is 
for an external governance body (e.g., the US Securities 
and Exchange Commission) to provide a ceiling for liabil-
ity in exchange for disclosure.

⊲	 All autonomous systems must have clear methods of 
recourse. Central to this is a clearly identified way that users 
or those subjected to the technology can escalate concerns 
to responsible engineers, internal governance, and external 
governance. There must be clear service commitments 
(i.e., redress) for accepting, tracking, and reporting 
these escalations to entities with adequate authority and 
capability, which could be internal and/or external.

•	To build institutional knowledge, recourse requests can 
be used as a valuable source of feedback. Regular re-
porting to product-management and executive teams 
can help to ensure the value of this feedback loop can 

be maximized. Public disclosure of these reports is 
something leading companies will disclose in corporate 
social responsibility (CSR) AI transparency reports.

⊲	 On any autonomous system, there must be a simple, clear, 
omnipresent method for a human to notify system design-
ers or engineers of anomalous system behavior. Ideally, this 
will happen in a single step as opposed to a lengthy, diffi-
cult-to-find menu option. This method should be accessible 
via any touchpoint in the system, trackable by the person 
making the report, and auditable by an internal or external 
governance body. 

•	In limited cases where the anomaly is serious in scale 
and it is universally safe to do so, this single step could 
also shut down the system. 

⊲	 Redress should happen when an organization receives a re-
quest for recourse. An organization should have clear poli-
cies, standards, and commitments for when that request for 
recourse is acted upon, by which role, who is in that role, 
and what the expected outcomes are. Leading organiza-
tions will also choose to report on their own redress perfor-
mance to stakeholders and the public.

Reporting of redress＞Ease of recourse ＞Clear recourse ＞Protect compliance

Manage internalities＞Externalize internalities

Minimize potential harms with robust internal governance, and before harms have a chance to scale.

The greatest advantage—and greatest risk—of digital 
technologies is their ability to scale. Relatively small 
oversights in AI governance can lead to radically outsized 
harm to communities and existential risks to the organizations 

that proliferate them. Having robust internal governance 
practices go a long way toward minimizing this risk, but it is 
still necessary to have a plan of accountability in place for 
when unintended harm occurs. 
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⊲	 Security measures should be integrated with the concept 
of data use, and should necessarily be included as a part of 
any data product or service.

•	When providing tools or services that allow average 
individuals to input, collect, and/or exchange data, re-
sources—such as a set of standard practices or set-
tings—1should be included so security is a feature 
everyone can enjoy.

⊲	 Certain types of data or certain uses of autonomous 
systems need to be given special consideration. As the 
only global set of ratified human-rights protections, the 
Universal Declaration of Human Rights is a strong foun-
dation—not only because the declaration forms part of 
customary international law, but because it offers a way to 
apply moral and diplomatic pressure to governments that 
violate any of its articles. The declaration should be the 
foundation for zero-tolerance policies that set the protec-
tive outer boundaries for further policy and ethical delib-
eration, while ensuring the most essential of human rights 
are never breached. What’s more, the organizations that 
offer AI systems may want to explicitly offer a set of rights 
to their stakeholders.

•	Protecting marginalized populations from misinforma-
tion is particularly important as technology continues to 
pose significant risk to human rights at scale.10 When this 
is allowed to occur, or safeguards are insufficient to pre-
vent these abuses from happening, the consequences 
can be pervasive. This misinformation can be as simple 
as false information proliferated by trusted parties or 
governments or as complex as deep fakes, which are 
algorithmically manipulated or created video with the 
intention to mislead. The consequences for proliferat-
ing this harmful content must have meaningful enough 
consequences to sufficiently discourage harmful behav-
ior. If harm can scale exponentially, so must the criminal 

penalties, including those for the responsible parties in 
a position to prevent such outsized risks (including those 
that offer the tools).

•	There should be a ban on the sale of financial, location, 
DNA, and health data. These datasets represent surveil-
lance capacity that should only be available to govern-
ments through a court order.

•	Local, community-based governance bodies should en-
joy the greatest autonomy in accepting or rejecting the 
use of any technologies, in both public and private con-
texts, which could limit human rights or the fundamental 
freedoms they are meant to protect.

⊲	 Incorporate a new model for data ownership in which own-
ership resides with the subject the data describes. Within 
this model, the only thing a corporation or public entity can 
claim is a nonexclusive license to use that data. That license 
should then be revocable at any time for any reason by the 
data subject. A few Web 3.0 technologies are offering these 
capabilities today.

The EU AI Act [Article 7] states that, beyond the 
explicitly listed unacceptable and high-risk uses of 
AI, an AI system may be added as high risk if it meets 
some additional conditions including: posing a risk 
of or causing harm to health and safety; posing a 
risk of or causing adverse impact on fundamental 
rights; potentially harming or adversely impacting 
persons who depend on the outcome produced 
with an AI system and/or cannot reasonably opt out; 
potentially harming or adversely impacting users who 
are in a vulnerable position, in particular due to an 
imbalance of power, knowledge, economic or social 
circumstances, etc.

DATA AND SECURITY

The bar for the handling of data should be to meet or exceed the expectations of data disclosers. This applies to data-aggregation 
methods, cybersecurity measures, distribution, and disposal. To use the resource of data, and leverage its immense potential, the 
policies put in place to ensure it is handled responsibly must be thoroughly considered.

New data-ownership model＞Protected class of data applications ＞Integrated security
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An approach that acknowledges and outlines the value 
tradeoffs always present in decision-making enables the in-
tentionality and innovation necessary for public and private 
policymaking to keep up with the current pace of technolog-
ical change. Leaders in the public and private sectors have 
an opportunity to use this approach to push standards of 

responsibility in technology beyond the current regulatory 
standard. This framework supports the technology sector’s 
collective effort to raise the bar to which others will aspire, 
standardize best practices to positive impact, and improve 
outcomes for all individuals. Will you be a part of setting the 
new bar or playing catch-up?

CONCLUSION
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