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INTRODUCTION

As artificial intelligence (AI) applications become ubiquitous in products and services, it is more important than ever to ensure that they are appropriately aligned for positive use and avoid exacerbating social exclusions for an aging population. Easily integrated into both existing and new processes, artificial intelligence is defined by the Organisation for Economic Co-operation and Development (OECD) as a system that analyzes input to generate outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual environments. While the integration of AI will affect nearly every population, it will do in various ways depending on factors unique to each industry and population segment. Based on discussions with leaders in equity, AI, and aging, and additional research, the following brief outlines the unique considerations for older adults within the AI lifecycle, barriers to digital inclusion that older adults experience regarding AI and suggested near- and long-term solutions to advance digital inclusion and mitigate biases against older adults, while supporting practical AI innovation, AI policy, and healthy aging.

1.1 Background

AI applications amplify the environment in which they are created, reflecting the preferences or biases of their development teams or datasets, which may compound data, algorithmic, or societal biases at scale as AI is integrated into everyday uses of emerging technologies. This issue is particularly salient for aging populations—a sizeable, but often neglected, population segment of users of emerging technologies such as AI. Following the release of OpenAI’s ChatGPT tool in November 2022, the widespread integration of AI accelerated a digital world where technology began to shape society as much as society shaped technology, and those lacking access or inclusion in AI discourse could be left behind. There are many positive use cases for AI with aging populations, such as improving community health, individual wellness, health equity, and supporting productivity and social relations. However, without proper guidance to align AI design and deployment with responsible, inclusive, and equitable practices, these technologies can also lead to further ageism, confusion, or general misuse.

In particular, age and its intersection with other dimensions of access—including income, race, language, and gender—dramatically influence an individual’s ability to fully access, benefit from, and contribute to the digital world. When older adults undergo social exclusion within the digital world, this has widespread effects on their quality of life and the equity of an aging society. Intertwined with additional forms of exclusion such as economic, institutional, socio-political, territorial, and symbolic, social exclusion can be amplified by digital systems developed or deployed without inclusive practices. A common misperception exists that older adults are ill-suited for the digital realm and incapable of using technology, and this misperception of older adults as technologically illiterate hinders the full consideration of their needs as users during the design and deployment of AI technologies. Researchers can be influenced by ageist sentiment, potentially affecting AI products and services that might manifest harms of allocation (distribution of resources and opportunities) and representation (how groups are represented and perceived by society).

In reality, older adults can have rich knowledge and technical and occupational skills that will be lost if digital tools are inaccessible. Involving older adults in development and discourse around AI can reduce ageist stigma in design, research, and society, and can promote older adults’ agency and unique voice in society.

Aging and technology influence one another, creating a co-constitution that elevates the need to ensure that the development and implementation of AI technologies are done in ways that empower older populations rather than disengage or disregard them. Guidance and policies that include and engage older adults in AI development and deployment can foster broader inclusion, as the demographic cuts across various protected statuses and minority identities. Empowering the inclusion of older adults supports them in acting as agents of enhancing more comprehensive inclusion across AI. This change is necessary to ensure responsible and equitable AI for all.

1.2 Why focus on older adults?

The global population is rapidly aging and that trend is set to continue, with an expected 1.4 billion people aged sixty...
and older by 2030—a 56-percent increase from 2017. Recognizing this, the United Nations designated 2021–2030 as the Decade of Healthy Ageing to secure healthy and dignified futures for older adults. By 2034 in the United States, Americans over sixty-five are projected to outnumber the population of youth under eighteen; by 2060, they will represent more than one-quarter of the US population. The impending demographic shifts, both within the United States and across the world, will have significant market implications. Older adults already qualify as the wealthiest age group in the world, but big tech companies often overlook them despite their purchasing power. However, their spending on new technologies is surging. US adults over fifty were estimated to spend $912 on tech on average in 2023, up 130 percent from 2019. By 2030, their total tech expenditure could reach $108 billion, with their economic contributions in the United States potentially tripling to $26.8 trillion by 2050. As companies race to launch AI-enabled products to serve consumers, they are incentivized by first-mover advantage and profits to create generalized products. These incentives and practices can not only overlook populations willing to engage in technological movements, like older adults, but can also create a misalignment between the outcomes of these products. Processes and incentives that encourage businesses to receive funding and develop people-first models will help advance technological equity.

It is critical to include older adults in technological-development discourse, particularly with regard to AI, to achieve equitable digital development. With a positive view of technology’s societal impact, older adults are not only adopters but also advocates for their peers. Whether through their impact on medical, emotional, or social health, such as active community engagement and integration to stave isolation and exclusion, AI policies must consider the unique needs of the community engagement and integration to stave isolation and exclusion, AI policies must consider the unique needs of the aging population, ensuring digital inclusion and engagement across all facets of life, at home or work, to positively impact the lives of older adults and promote healthy aging. Older adults continue to live healthier lives, remaining engaged in independent economic and informal community activities, while actively contributing to many different societal roles. Despite their impact, many technology and AI policies and frameworks are not explicitly considering older adults when addressing specific demographics, including the March 2024 United Nations AI Resolution and the draft UN Global Digital Compact. To ensure digital inclusion across the entire AI lifecycle, comprehensive AI design, development, and deployment policy should consider the aging population’s unique circumstances and capabilities.

USE CASES AND UNIQUE CONSIDERATIONS FOR OLDER POPULATIONS

2.1 Use cases

Many AI-enabled technologies currently on the market and utilized by older adults focus on health or chronic disease management, instead of more universal applications for productivity or entertainment. Rather than supplementing a normal phase of life, many of these existing health-focused AI technologies for older adults treat aging as a problem that technology can solve.

Like the general population, older adults may interact with AI directly and indirectly. When considering direct interactions, most are within the category of ambient assisted-living (AAL) health technologies, such as wearables that may monitor physical decline or disruptions in patterns, including falls or heart perturbations. Beyond wearables, older adults may directly interact with health technology such as cognitive orthotics (automated reminder systems), home technologies such as voice-assistant technology, or digital companion tools. Indirectly, older adults may interact with AI through Al-generated content and algorithms utilized by service providers, such as healthcare, financial, or housing services.

When products apply to all people for all purposes, their effectiveness wanes, and their resulting generalized outputs may eventually negatively affect subsets of the population. Designing, developing, and deploying AI-enabled technologies specifically designed with, rather than for, populations can alleviate this misalignment. Many of these principles constitute best practices for user design across many technologies and experiences, but it is important to emphasize how these best practices can be used to better integrate and support older adults.

---
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adults in AI use cases, as their circumstances are often overlooked. As older adults interact with AI-enabled technologies, there are considerations unique to their age that affect interactions with the following stages of the AI lifecycle: design, development, and deployment.

2.1.1 Considerations: design

When designing AI technologies inclusive of the needs of older adults, four considerations should be reviewed, including:

- function, form, and compatibility;
- sensory abilities;
- cognitive abilities; and
- the overall diversity of older adults.

Designers should consider creating technologies that support healthy aging and complement human interaction, which are essential for maintaining relationships and community. Functionality is critical; it is important to address the real needs of older adults, rather than just the most publicized ones. Additionally, designers must also consider cognitive, sensory, and physical-ability variations within this group. Technologies that are cumbersome or ineffective are likely to be disregarded by older adults, but this should not be mistaken for a lack of interest or ability. Designing interoperable tools and processes that are easily compatible with existing habits and lifestyles alleviates a significant barrier to technology adoption. Furthermore, while age may be a factor in sensory decline, it does not automatically imply cognitive decline. Recognizing this diversity through design would empower older adults by placing agency back in their hands.

Beyond function, AI developers need to view older adults as a diverse group with intersecting characteristics, rather than a uniform group defined solely by age. This approach is essential to mitigate ageism and social bias within AI design. Social bias often arises from multiple dimensions and can disproportionately affect older adults, especially those with disabilities, those living alone, those with less education, and those who are non-native English speakers. By identifying and addressing these intersecting inequalities from the design stage, AI developers can “drive multidimensional change and maximize impact” of their solutions. This perspective shift is critical to creating a more inclusive and effective approach that caters to older adults’ needs.

2.1.2 Considerations: development

During the development of AI technologies, five considerations for older adults that should be top of mind include:

- internet access;
- variety of platforms;
- interoperability;
- diversity of end users; and
- validation processes.

Internet access is a crucial determinant of how older adults may engage with AI-enabled technologies, influencing the when, where, and how of their interactions. This access varies significantly across different environments, such as home, work, or community settings, and can depend on the device used, whether it is a computer, tablet, or smartphone. Notably, many existing AI-enabled services designed for older adults—such as Medicare Part D signup, telehealth, and financial services—are optimized for larger screens and not mobile phones, potentially excluding those primarily using smartphones for internet access. To promote digital inclusion among older adults, it is essential to consider the range of internet and device access levels and the platforms they use.

Moreover, in the context of older adults using AI, the actual end users of these systems can be quite diverse, extending beyond older adults to include younger adults, informal and formal caregivers, clinicians, family members, and other groups across the continuum of care. These additional users facilitate access for the approximately 1.3 million Americans living in assisted-living facilities and eight hundred thousand in nursing homes. For providers and caregivers who assist older adults, adopting digital technologies hinges on seamless integration with existing technology, workflows, and systems. Interoperability is critical to lower barriers to technology use and support integration with current practices and lifestyles. The positive impact of AI-enabled tools and processes can only go so far if adopters are overburdened by excessive interfaces and devices. Applications for AI in long-term care offer benefits beyond just monitoring, including social connections, detection, and clinical uses such as pain assessment and medication adherence. They can automate tasks, increasing staff interaction time with residents and enhancing overall patient care. Recognizing the diverse roles of end users, from older individuals to long-term care (LTC) staff and clinicians, is vital throughout gerontechnology’s design, development, and deployment. Additionally, consistent and framework-aligned output-validation processes can enable developers to mitigate any biases present throughout development. These processes will help development teams course correct within testing and sandbox environments before reaching consumers. This approach helps mitigate bias, ensure technology fluency, and safeguard user agency.
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2.1.3 Considerations: deployment

In deploying AI technologies, there are three key considerations to ensure digital inclusion for older adults, including:

- enhancing digital literacy;
- fostering algorithmic awareness and transparency; and
- ensuring informed consent or appropriate, proportional alternatives.

A 2021 survey by Foreign Policy Analytics revealed that 54 percent of US adults over fifty wanted better digital skills, yet 37 percent lacked confidence in using technology. This gap in confidence and skill highlights the need for improved digital literacy—the understanding of digital tools, including AI. Deploying tools that are already compatible with the lives of older adults, whether through interoperable interfaces or through the backend of existing systems, helps relieve the burden on individuals to improve digital literacy. By enabling tools that are more advanced and impactful versions of existing processes, innovative solutions can empower older adults, caregivers, and healthcare providers without burdening them with the responsibility of understanding complex technical processes or an excessive number of systems. Equally important to literacy and interoperability are algorithmic awareness and transparency, which involve being informed about how and when AI systems are utilized, particularly understanding how an individual’s data may be used, which can better empower older adults to interact with these systems. A lack of information about an algorithm or a gap in awareness around whether an algorithm is in use can lead to what researchers call an algorithmic divide. This gap can prevent effective engagement with technology, exacerbating digital exclusion.

Informed consent extends beyond just acknowledging, through disclosure, the use of AI. It includes understanding how the system uses one’s data, its impact on outputs, and ongoing data utilization. Fundamental to informed consent is algorithmic awareness, which indicates communication informing or knowledge of algorithms in use. Careful consideration must be taken to utilize consent practices proportional to the type, use, and output of algorithms. For instance, there are particular use cases where the likelihood of harm from not using data, or delayed use of data, outweighs the likelihood of harm from using data, such as privacy concerns for a patient, user, or population. At a minimum, disclosure of the use of AI informs awareness while utilizing advanced tools for positive outcomes that mitigate the harms of delayed use or inaction. Insufficient algorithmic awareness can lead to lower or inadequate use of applications, diminishing their representation in data sets that train and validate AI. From a market standpoint, lower algorithmic awareness can also make the older population appear as a less relevant audience to private companies developing and deploying AI. This can reinforce a cycle of digital exclusion, especially because AI tools are predominantly developed and implemented by private companies that might overlook the older demographic. If tech companies do not adequately consider older adults, this can create a negative feedback loop, where their exclusion from AI development leads to further digital exclusion.

**EXISTING GAPS IN THE DIGITAL INCLUSION OF OLDER ADULTS IN THE AI LIFECYCLE**

When considering policy or programming to support the digital inclusion of older adults in AI, four significant barriers should be addressed. They are:

- incomplete or biased data on older adults;
- lack of inclusion of older adults in AI design, development, and post-deployment feedback;
- limited digital literacy and algorithmic awareness of older adults; and
- adaptive monitoring and evaluation.

These process gaps can perpetuate digital ageism, where ageism is reflected in the “design, development, and implementation of AI systems and technologies and its resultant data.”

Understanding these gaps in digital equity helps inform potential near- and long-term solutions to support the digital inclusion of older adults throughout the entire lifecycle of a technology.

Each gap can be addressed by a recommendation that centers on empowering older adults, while increasing the efficacy of AI algorithms and applications. Fostering inclusion can alleviate the misconception that older adults are technophobic when, in reality, many are willing and able to engage in interfacing with new technologies. Most recommendations can be implemented across private industry, civil-society organizations, universities, and local governments, which do not face the same bureaucratic lag of the federal government. To address each gap, priorities suggested for the multistakeholder field of AI development, deployment, and governance are:

- forging data-inclusion and transparency standards;
- empowering user education and literacy for older adults, while ensuring proportional and appropriate modes of consent; and
- establishing a standard of care through monitoring, evaluation, and impact assessments.

---
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3.1 Gap 1a: incomplete or biased data on older adults

The challenges in AI technology development for older adults stem from two significant gaps in data handling: the scarcity of representative data and the oversimplification of existing data into broad, uniform categories. The issue starts at the data-origin and training phase of AI systems, where biases can be introduced due to ineffective or incomplete data labeling and annotation. These practices often reflect ageist assumptions, treating older adults as a uniform group without considering their diverse abilities and needs.29 Such biases in data sets become amplified when applied in AI technologies.

One of the critical issues is the lack of comprehensive data on older adults, particularly when training generative AI models. Often, data collected on older adults focus on those living independently, neglecting those in long-term care facilities or multigenerational households. This oversight leads to a significant gap, as living arrangements do not necessarily correlate with the ability or inclination to utilize new technologies. As a result, AI applications developed with such data fail to align the needs and realities of a substantial portion of the older population. Moreover, generative AI models often suffer from sampling bias, as sources like social media, where older adults are less represented, are commonly used for data collection.30 The result creates invisible users, as older adults’ considerations and experiences are not considered in technological design, development, and deployment, making their interests and values negligible to processes.31

The problem extends to the qualitative aspects of data used in AI. Research on supervised learning models (models with labeled data) has found a polarizing effect in age coding, with adjectives such as young, younger, and youngest often scoring more positively than adjectives such as old, older, and oldest.32 The semantic bias in sentiment analysis, crucial in sectors like marketing and politics, reflects cultural and historical biases encoded in the data. Furthermore, in data collection, older adults are frequently lumped into broad categories, such as those fifty-five and older or sixty-five and older. This approach fails to capture the nuanced experiences at different stages of aging, unlike the more specific age categorizations used for younger adults.

Addressing these issues is particularly urgent in healthcare technologies, a sector heavily utilized by older adults.33 The prevailing view of older adult data as a minority or edge case in AI development leads to technologies that do not adequately serve this significant user group. The public feels this exclusion, with a majority of older Americans feeling that modern technology is not designed with them in mind.34 Policies promoting the inclusion of diverse and detailed data from older adults are essential for developing equitable AI applications, especially in healthcare, where the impact of exclusion can be most profound.

3.2 Gap 1b: lack of inclusion of older adults in AI design and development

The development of AI-enabled technologies often overlooks the specific needs of diverse user groups, particularly older adults. While universal design is a common approach, it is crucial to recognize the value of actively involving various end users, including older adults, in the design process. This involvement can range from low-level engagement, such as completing questionnaires or consultations, to more intensive forms of participation, such as serving as an equal partner in design processes.35 Such inclusion can significantly shape the development of AI technologies, ensuring they meet the diverse needs of all potential users.36 Often, older users are only engaged in initial interviews or post-design evaluations, limiting their impact on the development process.

Participatory design, in which users actively contribute to the creation process, reflects democratic principles and can be particularly empowering for older adults. This approach aligns the design with the users’ actual needs and can significantly bridge digital divides. There are several motivators for involving older adults in the design process. First, it fosters a deeper understanding and learning environment, which is critical to overcoming digital exclusion. Second, designing with the users’ needs in mind results in higher-quality products more likely to be accepted and used by the target population, such as ensuring interoperability with existing processes to lower barriers to adoption. Last, and perhaps most important, participatory design returns agency to older adults, allowing them to contribute as experts of their own experiences and needs.37

However, a significant challenge in achieving this inclusive design approach is the lack of diversity in technology-development teams. The tech industry, particularly in Silicon Valley, skews toward younger demographics, with the median age significantly lower than the national workforce average.38 This age gap can perpetuate ageist biases and create uneven power dynamics, often excluding the perspectives and needs of older adults. The continuous exclusion of older adults from the design process reflects and reinforces so-
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cietal ageism. This can lead to internalized ageism among older adults, reducing their willingness to engage with new technologies. Such a pattern of non-use further exacerbates their exclusion, creating a feedback loop of digital marginalization. Addressing this gap requires a conscious effort to include older adults in technology design and development, ensuring their unique perspectives and needs are adequately represented and addressed.

### 3.2.1 Recommendation 1: forge data-inclusion and transparency standards to integrate the experience of older adults in AI design and development.

The AI Ethics Guidelines Global Inventory, which covers 146 English documents from various sectors such as government, private, civil society, and international organizations, reveals that only a minority (23.3 percent) recognize ageism as a bias in AI. This oversight is significant, given the diverse and growing population of older adults interacting with AI technologies. The United States has made some progress, with the nonbinding September 2022 White House Blueprint for an AI Bill of Rights acknowledging age and older adults as classes deserving protection from algorithmic discrimination. This recognition is a crucial step toward addressing the unique needs of older Americans in AI equity. However, there is a need for policies that actively mitigate ageist systemic risks, such as design and discourse exclusion, to avoid the high probability and impact risks associated with ageism and social exclusion.

Improving practices to include representative data on older adults in AI design and development is crucial to mitigate bias from the outset and lay a foundation for equity throughout AI’s lifecycle. Transparency in AI, particularly in disclosing which demographics are included or excluded in datasets, is essential for understanding an AI tool’s purpose and limitations. Engaging older adults in design can only create more innovative products, but also increase adoption of innovative tools by considering interoperability with existing practices. Additionally, fostering intergenerational interactions can be a powerful tool in reducing ageism. Policies encouraging such interactions between people of different generations—whether in community, educational, or employment spaces—can help alleviate intergroup prejudice and stereotypes, benefiting older adults and younger developers. Ensuring inclusion and understanding are applied to educating current and new generations of AI professionals can operationalize policy that encourages inclusive practices.

While frameworks and regulations take time, steps to create inclusive discourse can be implemented almost immediately. Many mainstream debates and conversations regarding fairness and inclusivity in AI fail to consider age as a critical dimension. Elevating the necessity to acknowledge and discuss how age intersects with AI, and how AI intersects with age, is crucial to encouraging tech equity within both technology companies and policymaking bodies. Although the recent executive order on AI from the White House, “EO 1411 Safe, Secure, and Trustworthy Development and Use of AI,” mentions bias nine times, it falls short of explicitly considering the unique needs of different age groups. Additionally, the April 2024 first draft of the United Nations Global Digital Compact notably only includes children as a specific age group when citing the need for age diversity in designing and developing technologies. Similarly, the United Nations’ first AI resolution, A/78/L.49, adopted in March 2024, only explicitly states gender, race, and disability as notable gaps within data and connectivity divides. Policymakers might consider including age, and specifically referencing older adults as a specific age group, alongside protected statuses such as race and sex, to ensure a more inclusive approach to AI development and regulation.

### 3.3 Gap 2: limited digital literacy and algorithmic awareness of older adults

A 2017 Pew Research Center survey highlighted that nearly half of the older adult respondents needed assistance to set up or learn to use new electronic devices. The finding underscores the challenges faced by older adults who have adapted to technological advancements later in life, particularly as digital literacy becomes more complex with the advent of artificial intelligence. The lack of understanding and confidence in navigating these technologies can lead to an accessibility gap, affecting independence, productivity, and engagement with AI systems. Furthermore, insufficient digital literacy can expose older adults to risks like misuse of AI systems or social engineering, such as misaligned uses of generative AI by malicious actors including misinformation campaigns, cyber schemes, voice spoofing, and phishing.

Older adults’ perceptions of AI-enabled tools vary, with 60 percent of Americans aged fifty and above surveyed by AARP saying that they are undecided about generative AI’s impact. Some may view AI-enabled tools as intrusive, while others see them as empowering aids for independent living, supporting their private lives with extra safety assurance through moni-

---
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toring and alert tools.46 This dichotomy underscores the importance of proportional consent, which involves clear and comprehensive agreements on data collection, usage, and implementation as they relate to the purported use of the data. Proportional consent is based on the practice of proportionality in data protection, where “proportionality requires that advantages due to limiting the right are not outweighed by the disadvantages to exercise the right.”47 Proportional consent is especially critical to the equitable deployment and use of many AI applications, and is particularly salient to the applications most likely to be used by older adults.

In addition to the plethora of AI-enabled healthcare applications used by or for older adults, research in 2016 found that older adults are more likely to access personal information-management applications than other age groups.48 These applications, which often include sensitive and personal information about a user, such as frequent contacts and locations, require clear communication about data accessibility, usage, and privacy. Older adults, more likely to use personal management applications, need assurance about who can access their data and how their data will be used, in order to build trust and ensure they remain in control of their information. Addressing this gap requires improving the digital literacy of older adults and ensuring transparent and user-centric design in AI technologies.

3.3.1 Recommendation 2: empower user education and literacy for older adults, while ensuring proportional and appropriate modes of consent.

The National Artificial Intelligence Advisory Committee (NAIAC) recommends a national AI literacy campaign to equip the public with the resources and knowledge needed to understand, embrace, trust, or adapt to an AI-infused world.

To succeed, these AI literacy initiatives should involve collaboration between various groups beyond the federal government, including industry, nongovernmental organizations, and academia. These programs can be most effective with older populations when conducted by technologically adept peers in trusted community organizations, including churches and libraries.49 Beyond similar-age peers, intergenerational support can also help build trust and confidence in utilization and understanding. A critical component of digital literacy is contextualizing AI and algorithms to better understand that their outputs are not ground truth, and they will never be free of bias. Most outputs will approximate the data available within a model’s dataset and, therefore, should always be subject to human questioning or objection. Advances in digital literacy work in tandem with consumer trust. As older adults learn how to interact with AI systems and what the limitations of those systems are, they will be better prepared to make informed decisions on when to utilize or rely on outputs from AI-enabled tools.

Increasing AI literacy is crucial to addressing digital and algorithmic divides. However, any efforts to do so must also consider the unique needs of older adults and the intertwined relationship between consent and AI literacy. AI literacy should increase awareness and critical understanding and should empower individuals to understand their options when choosing whether to engage with AI tools. Creating a foundation of trust via algorithmic awareness enables methods of proportional consent that balance data rights while mitigating possible harms of complicated and costly consent models, which can delay the positive output of algorithmic processes or even lead to exacerbated harms. Especially in cases of AI in healthcare, time is of the essence. Modernizing consent practices to include proportionality protects the agency of individuals, while also allowing technologies to make positive impacts. The non-binding Blueprint for an AI Bill of Rights notes the necessity of informed consent and the ability to withdraw consent. Withdrawn consent will remain a key component of modernized consent practices for AI. Within healthcare, multiple organizations are working toward principles and codes of conduct for health AI centered around patient consent, includ-

---
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3.4 Gap 3: limited corrective action post-AI deployment

AI systems are highly adaptable and evolve rapidly, requiring policy solutions that continuously safeguard the interests of specific populations, such as older adults, in varying and evolving contexts. As the World Health Organization emphasized in 2022, “if governments, intergovernmental agencies, public–private partnerships and nongovernmental organizations do not exercise sufficient oversight of AI technologies,” older populations cannot trust that AI technologies are designed or deployed appropriately on their behalf.  

Without this oversight, there is a risk of eroding public trust, which is an essential function of healthy democracies.

The current lack of thorough monitoring and evaluation of AI systems, mainly those used by older adults, risks exacerbating exclusion from design and development and issues that can be scaled by AI applications including fraud, data misuse, and misinformation. The misalignment of AI systems with their intended purpose can render them ineffective or harmful. Implementing AI solutions without fully understanding the users’ needs can be counterproductive. Regular assessments and adjustments are essential, especially in the context of AI-enabled healthcare technologies that are frequently targeted at older adults. Ongoing evaluations by international and civil-society organizations invested in technological and aging equity—such as the World Health Organization, the United Nations through the new Global Digital Compact or UN AI Resolution, AARP, the Center for AI and Digital Policy, OECD, the World Economic Forum, Data and Society, or new initiatives—can ensure these technologies remain functional, safe, and aligned with their intended purpose.

3.4.1 Recommendation 3: establish a standard of care through monitoring, evaluation, and impact assessments.

The United Nations Educational, Scientific and Cultural Organization (UNESCO) Recommendation on the Global Ethics of AI, adopted in 2021, emphasized the need for continuous monitoring, evaluation, and impact assessments of AI applications to align these applications with ethical standards. In the long term, continuous monitoring and evaluation will be critical to safeguard individuals and communities against exacerbation of harm through AI applications. This alignment can be made possible by building processes and systems for impact assessments that will not only track and quantify the impact of AI systems, but also provide thresholds and processes for when and how to take corrective action on AI systems.

The current liability structure of AI systems is insufficient. Despite widespread daily interaction with these systems, there is a lack of accountability for ensuring fair and just outcomes beyond frameworks. A duty of care should be established for automated systems collecting data, ensuring the systems are not trusted without question and are subject to human review. Establishing a standard of care through industry best practices of monitoring, evaluation, and impact assessments will enable technologists to correct and rectify programs that become misaligned or otherwise cause harmful results. Policymakers should enforce these standards by requiring corrective monitoring and action to provide a layer of consumer protection that will be especially necessary for groups that face more bias than others, including older adults.

CONCLUSION

The recent developments in guidelines, frameworks, and agreements signify a positive shift toward enabling digital inclusion for older populations. These developments are crucial to safeguard against biases inherent in AI-enabled technologies, biases that can significantly impact older adults throughout the various stages of the AI lifecycle. The path forward demands not just the inclusion of older adults in AI, but also their empowerment. As AI products and services become intertwined with daily life, advocating for the rights and needs of the aging population becomes more critical. This approach will pave the way for an equitable landscape where older Americans are not merely passive recipients, but active contributors and beneficiaries of the AI revolution.

This progress, however, is just the beginning. Realizing an inclusive digital environment requires continuous efforts in both the short and long terms. These efforts should focus on amplifying the voices of older adults in AI discourse, ensuring their perspectives and experiences shape the development and application of AI technologies. By doing so, we can create a future where AI not only serves the diverse needs of all age groups, but also respects and values the unique contributions of older adults. Ultimately, this will lead to a more just and equitable society where the benefits of AI innovation are shared by everyone, regardless of age.

---
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