
404 Accountability not found:
Spyware accountability through software liability

Sara Ann Brackett and Jen Roberts



Atlantic Council
CYBER STATECRAFT 
INITIATIVE

The Cyber Statecraft Initiative works 
at the nexus of geopolitics, technology, 
and security to craft strategies to help 
shape the conduct of statecraft and to 
better inform and secure users. This 
work extends through the competition of 
state and non-state actors, the security 
of the internet and computing systems, 
the safety of operational technology and 
physical systems, and the communities 
of cyberspace. The Initiative convenes 
a diverse network of passionate and 
knowledgeable contributors, bridging the 
gap among technical, policy, and user 
communities.

Authors
Sara Ann Brackett
Jen Roberts

Acknowledgments
This report would not have 
been possible without the 
support of the Spyware 
Accountability Initiative 
and the pro bono research 
assistance provided by 
Christopher Hart and his 
team at Foley Hoag LLP, 
Langie Cadesca, Katherine 
Jung, and Gilleun Kang. 
Thank you to Nikita Shah 
and Trey Herr, as well as 
other colleagues at the 
Cyber Statecraft Initiative 
for their support, guidance, 
and reviews of this research. 
Thank you to Lisandra Novo 
and Chinmayi Sharma for 
their review of a draft of 
this work. All errors are the 
authors’ own. 

© 2025 The Atlantic Council of the United 
States. All rights reserved. No part of 
this publication may be reproduced or 
transmitted in any form or by any means 
without permission in writing from the 
Atlantic Council, except in the case of brief 
quotations in news articles, critical articles, 
or reviews. 
Please direct inquiries to: 
Atlantic Council 
1400 L Street NW, 11th Floor 
Washington, DC 20005
2025



Table of contents
Executive summary������������������������������������������������������������������������������������������������������������������������������������������� 2

Introduction�������������������������������������������������������������������������������������������������������������������������������������������������������� 3

Obstacles to accountability����������������������������������������������������������������������������������������������������������������������������� 5
Awareness of targeted individuals�������������������������������������������������������������������������������������������������������������������5
Obsecurity of the spyware market�������������������������������������������������������������������������������������������������������������������5
Difficulties establishing jurisdiction������������������������������������������������������������������������������������������������������������������7
Exposure of attribution information������������������������������������������������������������������������������������������������������������������8

Overcoming accountability obstacles��������������������������������������������������������������������������������������������������������� 10
Technical insights and awareness������������������������������������������������������������������������������������������������������������������ 10
Ease of notification��������������������������������������������������������������������������������������������������������������������������������������������� 10
Hardening products against spyware������������������������������������������������������������������������������������������������������������ 11
Offering additional security features�������������������������������������������������������������������������������������������������������������� 11

Shifting responsibility with products liability for software������������������������������������������������������������������������12
Software liability 101�������������������������������������������������������������������������������������������������������������������������������������������� 12
A path forward for spyware liability���������������������������������������������������������������������������������������������������������������� 13
A safe harbor for spyware�������������������������������������������������������������������������������������������������������������������������������� 14

Conclusion���������������������������������������������������������������������������������������������������������������������������������������������������������16



2ATLANTIC COUNCIL

404 ACCOUNTABILITY NOT FOUND#ACcyber

The global spyware market enables human rights harms and 
amplifies national security risks. Despite mounting awareness 
of spyware abuses and repeated efforts to pursue accounta-
bility through litigation, existing legal avenues to accountability 
have proven inadequate at delivering justice or compensation 
for affected individuals.

This report identifies four obstacles that frustrate accountability 
efforts: limited awareness among targeted individuals of their 
compromise, the intentional obscurity of spyware vendors that 
engage in name changes and jurisdictional arbitrage, difficul-
ties establishing proper legal jurisdiction, and risks of exposing 
valuable threat intelligence during litigation proceedings. 

Technology companies operating messaging platforms and 
mobile operating systems possess unique capabilities that po-
sition them as essential actors in accountability efforts. These 
capabilities include unmatched technical insights for detecting 
and attributing spyware infections, established relationships 
with users that facilitate threat notifications, exclusive ability to 
patch vulnerabilities and secure products against exploitation, 
and resources to develop opt-in enhanced security features 
for high-risk users.

This report proposes a legislative safe harbor framework that 
would incentivize technology companies to engage in spy-
ware accountability by shielding compliant firms from litigation 
related to software insecurity, including potential products 
liability claims. Under this framework, companies would qua-
lify for protection by meeting standards of behavior including 
comprehensive threat notification and detection programs, 
responsible information sharing with researchers and advoca-
cy organizations, provision of enhanced security features, and 
rapid remediation of identified vulnerabilities. This approach 
recognizes both the heightened threat environment compa-
nies face when defending against state-sponsored actors 
and the rapidly evolving nature of spyware capabilities that 
requires flexible regulatory responses.

By aligning incentives to reward proactive security mea-
sures rather than penalizing failures, this safe harbor struc-
ture could incentivize prevention and protection for spyware 
while complementing existing accountability approaches. The 
framework acknowledges that perfect security against well-re-
sourced, nation-backed actors is not technically feasible or 
economically reasonable, but encourages meaningful invest-
ment in best practices that have proven effective in mitigating 
spyware harms.

Executive Summary
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Spyware is a type of malicious software that facilitates unau-
thorized remote access to an internet-enabled target device 
for purposes of surveillance or data extraction.1 More than 80 
countries are reported to have procured spyware and used 
it against individuals.2 In some cases, states have used spy-
ware for intelligence and law enforcement purposes. In many 
cases, targets include journalists, political opposition, lawyers, 
academics, ethnic or religious minorities, businesses, and ac-
tivists.3 Spyware vendors are entities that develop, support, 
and sell spyware to end users.4 Often, resellers, brokers, and 
intermediaries play a role in connecting vendors to customers, 
including government customers.5 While vendors may have 
varying degrees of control over the use of their spyware tools 
after purchase, at least some vendors are responsible for the 
installation, delivery, and continued operation of spyware ca-
pabilities.6  

Despite repeated efforts, court action has offered limited re-
course to affected individuals pursuing accountability from 
spyware harms. Through the pursuit of court action, indivi-
duals often seek compensation for the harms of spyware that 
they have suffered and to prevent similar harms to others. 

1.	 Jen Roberts et al., Mythical Beasts and Where to Find Them: Mapping the Global Spyware Market and Its Threats to Nation-
al Security and Human Rights, Atlantic Council, September 4, 2024, https://www.atlanticcouncil.org/in-depth-research-reports/
report/mythical-beasts-and-where-to-find-them-mapping-the-global-spyware-market-and-its-threats-to-national-security-and-hu-
man-rights/. 

2.	 Ellen Nakashima and Tim Starks, “At Least 50 U.S. Government Employees Targeted with Phone Spyware Overseas; White House 
Bans Federal Agencies from Using Spyware That Poses National Security and Human Rights Risks in the U.S.,” Washington Post, 
March 27, 2023, https://www.washingtonpost.com/national-security/2023/03/27/spyware-diplomats-us-pegasus; Andy Green-
berg and Lily Hay Newman, “US Congress was Targeted with Predator Spyware,” Wired, October 14, 2023, https://www.wired.
com/story/us-congress-spyware. 

3.	 Jen Roberts et al., Markets Matter: A Glance into the Spyware Industry, Atlantic Council, April 2024, https://www.atlanticcouncil.
org/in-depth-research-reports/report/markets-matter-a-glance-into-the-spyware-industry/.

4.	 Roberts et al. Mythical Beasts and Where to Find Them.
5.	 Sarah Graham, Jen Roberts, and Nitansha Bansal, Mythical Beasts: Diving into the Depths of the Global Spyware Market, Atlantic 

Council, September 10, 2025, https://www.atlanticcouncil.org/in-depth-research-reports/issue-brief/mythical-beasts-diving-into-
the-depths-of-the-global-spyware-market/.

6.	 Suzanne Smalley, “Testimony from NSO Group Raises Questions about its Culpability for Spyware Abuses,” The Record, Novem-
ber 19, 2024, https://therecord.media/nso-group-whatsapp-case-documents; Stephanie Kirchgaessner, “NSO - Not Government 
Clients - Operates its Spyware, Legal Documents Reveal,” The Guardian, November 14, 2024, https://www.theguardian.com/tech-
nology/2024/nov/14/nso-pegasus-spyware-whatsapp.

7.	 Within this litigation tracker, this report is concerned with cases that are brought 1) in US or UK courts 2) against a spyware vendor 
(under the Mythical Beasts definition) 3) by a victim or company, which specifically excludes the September 2021 DarkMatter en-
forcement action brought by the DOJ and FBI; Siena Anstis, “Litigation and Other Formal Complaints Concerning Targeted Digital 
Surveillance and the Digital Surveillance Industry,” The Citizen Lab, last updated August 15, 2025, https://citizenlab.ca/2018/12/
litigation-and-other-formal-complaints-concerning-targeted-digital-surveillance-and-the-digital-surveillance-industry/.

8.	 WhatsApp Inc. et al. v. NSO Group Technologies Limited, et al., 4:19-cv-07123-PJH (N.D. Cal. 2025).
9.	 Joseph Menn, “Spyware Maker NSO Ordered to Pay for Infecting WhatsApp Accounts,” Washington Post, May 6, 2025, https://

www.washingtonpost.com/technology/2025/05/06/nso-pegasus-whatsapp-damages/; Asaf Lubin, “Unpacking WhatsApp’s Legal 
Triumph over NSO Group,” Lawfare, January 7, 2025, https://www.lawfaremedia.org/article/unpacking-whatsapp-s-legal-triumph-
over-nso-group.

10.	 Roberts et al., Mythical Beasts and Where to Find Them.

Alarmingly, according to a tracker of spyware-related litiga-
tion maintained by Citizen Lab no case in the United States 
or the United Kingdom brought by victims has achieved final 
resolution against a spyware vendor.7 By contrast, technolo-
gy companies have seen slightly greater success in lawsuits 
against spyware vendors, seeking justice for the harms of 
spyware suffered by their businesses and seeking to prevent 
further harm from spyware companies to themselves and their 
customers. WhatsApp’s case against NSO Group achieved an 
eye-popping $167 million judgement from a jury in the Nor-
thern District of California, but as of September 2025, litiga-
tion in the matter is ongoing.8 Cases against spyware vendors 
take years—WhatsApp’s decision in May is the result of a suit 
originally filed in October 2019.9 Meanwhile, spyware vendors 
continue to emerge and evolve, perpetuating abuses against 
individuals and developing new exploits against messaging 
apps, mobile operating systems, and other popular consumer 
products.10

Efforts to constrain spyware’s impact include multilateral ef-
forts to counter the proliferation of offensive cyber capabilities, 
visa bans on individuals involved in the development and sale 

Introduction
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of spyware, and investigations into previous spyware use.11 
Recognizing the importance of international coordination and 
deconfliction to the success of any spyware accountability ef-
fort, the scope of this report’s includes avenues towards spy-
ware accountability through liability in both the United States 
and the United Kingdom. The two countries share somewhat 
compatible legal systems and host a significant number of the 
technology companies relevant to this spyware accountability 
framework. The two jurisdictions already host important legal 
cases related to spyware accountability. 

Individuals affected by spyware have brought lawsuits in the 
United Kingdom and the United States against both spyware 
vendors and states using spyware, which has created a no-
table fork in jurisprudence between the two jurisdictions. In 
the United States, foreign states retain sovereign immunity in 
civil suits except under a specific set of circumstances outlined 
in the Foreign Sovereign Immunities Act.12 In a case involving 
Ethiopia’s use of the FinSpy spyware tool, the US District Court 
for the District of Columbia ruled that sovereign immunity pre-
vented a suit brought by a US citizen residing in Maryland 
against the government of Ethiopia.13 In the WhatsApp case 
against NSO Group, the US Court of Appeals for the Ninth Cir-
cuit held, and the Supreme Court declined to overturn, that so-
vereign immunity does not extend to NSO Group, even though 
the spyware vendor claimed to be acting as an agent of a fo-
reign state.14 Meanwhile, in the United Kingdom, courts have 
allowed cases against foreign states involving the use of spy-
ware by Bahrain, Saudi Arabia, and the United Arab Emirates 
to proceed.15 Taking into account the different approaches to 
cases against foreign states between the United States and 
the United Kingdom, the authors explore a policy solution that 
would be feasible in both countries, focusing on accountability 
for spyware vendors rather than state customers and perpe-
trators.

This piece examines obstacles to accountability, discussing 
why legal actions against spyware vendors have achieved li-
mited results in compensating victims, imposing costs on spy-
ware vendors, and creating deterrent effects. Spyware vendors 

11.	 Roberts et al., Mythical Beasts and Where to Find Them.
12.	 Foreign Sovereign Immunities Act of 1976 (FSIA), Pub. L. 94-583, 90 Stat. 2891 (1976).
13.	 Luca Marzorati, “D.C. Circuit: Ethiopia Immune from Hacking Suit under the FSIA,” Lawfare, March 21, 2017, https://www.lawfareme-

dia.org/article/dc-circuit-ethiopia-immune-hacking-suit-under-fsia; Nate Cardozo, “D.C. Circuit Court Issues Dangerous Decision 
for Cybersecurity: Ethiopia is Free to Spy on Americans in Their Own Homes,” Deeplinks (blog), March 21, 2017, https://www.eff.
org/deeplinks/2017/03/dc-circuit-court-issues-dangerous-decision-cybersecurity-ethiopia-free-spy.

14.	 NSO Group Technologies Limited v. WhatsApp Inc., No. 21-1338, Supreme Court of the United States, petition for a writ of certiorari 
filed April 6, 2022 denied January 9, 2023, https://www.supremecourt.gov/docket/docketfiles/html/public/21-1338.html.

15.	 “Court of Appeal Rules that Two Bahraini Dissidents Can Bring FinFisher Spyware Claims Against the Kingdom of Bahrain in the 
UK,” Leigh Day, October 4, 2024, https://www.leighday.co.uk/news/news/2024-news/court-of-appeal-rules-that-two-bahraini-dis-
sidents-can-bring-finfisher-spyware-claims-against-the-kingdom-of-bahrain-in-the-uk/.

16.	 Stephanie Kirchgaessner, “Mexico NSO Spyware Journalists Human Rights Hacked Pegasus,” The Guardian, October 4, 2022, 
https://www.theguardian.com/world/2022/oct/04/mexico-nso-spyware-journalists-human-rights-hacked-pegasus.

17.	 Suzanne Smalley, “Apple Seeks Dismissal of NSO Lawsuit over Pegasus Spyware,” The Record, September 13, 2024, https://there-
cord.media/apple-seeks-dismissal-of-nso-lawsuit-pegasus-spyware.

engage in practices that frustrate paths to accountability, such 
as shifting identities, opaque corporate structures, and move-
ment between jurisdictions. Individual victims of spyware, es-
pecially when targeted by powerful and well-resourced states, 
face steep costs in pursing legal recourse against spyware 
vendors and procedural challenges in showing causation and 
fault. In addition to the cost of litigation, individuals can suffer 
physical, financial, or other retaliation against themselves or 
their affiliates, including family, friends, colleagues, and health-
care providers.16 On the other hand, technology companies 
can be disincentivized from litigation, as lawsuits against ven-
dors are slow, difficult, expensive, and in some cases, could 
require exposure of detection techniques or sensitive design 
information and practices. This exposure could pose wider 
risks to the security and integrity of software products, while 
ultimately insufficiently discouraging vendors from engaging 
in the development and sale of spyware.17

The authors posit that technology companies have an essen-
tial role in the pursuit of accountability for spyware harms and 
abuse. Technology companies can provide technical insights, 
facilitate interactions with affected individuals, secure software, 
and provide opt-in enhanced security features to protect the 
most vulnerable users of messaging platforms and mobile 
devices. These capabilities can assist advocacy groups, civil 
society organizations, and individuals targeted by spyware 
in achieving accountability. To incentivize the use of those 
capabilities, this piece suggests a policy mechanism, a safe 
harbor, which would reward technology companies that en-
gage in best practices for spyware accountability by shielding 
them from certain litigation related to spyware’s harms, even 
when those harms are enabled by security flaws in their pro-
ducts. This safe harbor structure assists with existing challen-
ges within the legal system that frustrate accountability efforts 
by encouraging technology companies to utilize their existing 
strengths. This approach would complement and strengthen 
additional approaches to accountability, while acknowledging 
the difficulties those approaches must overcome to achieve 
justice.
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Spyware use harms individuals by targeting their communica-
tions, and technology companies, by hijacking their infrastruc-
ture and breaching their products. Accountability encom-
passes incentive structures that discourage harmful behaviors 
and encourage best practices, as well as mechanisms that 
deliver justice to affected individuals in the form of compen-
sation for experienced harms.18 This section will outline four 
challenges for litigation-based paths to accountability: lack of 
awareness of targeted individuals, the obscurity of spyware 
vendors, difficulties establishing jurisdiction, and risks of expo-
sing technical information.

Awareness of targeted individuals
Awareness of spyware use is an essential prerequisite to ac-
countability. Spyware is designed to be undetectable to vic-
tims and often can only be detected with advanced forensic 
analysis. Without knowledge or suspicion of spyware use, in-
dividuals whose devices are compromised may be unable to 
pursue justice or take countermeasures to protect themsel-
ves, their contacts, or their communications. In some cases, 
activists, dissidents, and journalists may be aware of the cy-
bersecurity risks they face due to the nature of their work or 
their identities. Individuals may be unaware of organizations 
and resources that could provide support, or fear repercus-
sions for themselves and their contacts if caught contacting 
or engaging with advocacy organizations or other targeted 
individuals.

To date, policymakers have focused on responding to inci-
dents where individuals or groups became aware of targeting, 
particularly when the use of a spyware capability can be at-
tributed to specific actors or spyware vendors. For example, 
the Pegasus Project, an international investigative journalism 
initiative that drew attention to spyware vendor NSO Group’s 

18.	 Allison Pytlak et al., Advancing Accountability in Cyberspace: Models, Mechanisms, and Multistakeholder Approaches, Stimson 
Center, July 8, 2024. https://www.stimson.org/2024/advancing-accountability-in-cyberspace/; Freedman Consulting, Spyware Ac-
countability Mechanisms Framework, Ford Foundation and Open Society Foundations, https://tfreedmanconsulting.com/wp-con-
tent/uploads/sites/264/Spyware-Mechanisms-Framework_Final.pdf.

19.	 “The Pegasus Project,” Amnesty International Security Lab, accessed September 13, 2025, https://securitylab.amnesty.org/
case-study-the-pegasus-project/; European Parliament Policy Department for Citizens’ Rights and Constitutional Affairs, “Spy-
ware as a Threat to Fundamental Rights and Democracy in the EU,” April 2024, https://www.europarl.europa.eu/RegData/etudes/
BRIE/2024/761472/IPOL_BRI(2024)761472_EN.pdf.

20.	 John Scott-Railton et al., “Reckless Exploit: Mexican Journalists, Lawyers, and a Child Targeted with NSO Spyware,” The Citizen 
Lab, June 19, 2017, https://citizenlab.ca/2017/06/reckless-exploit-mexico-nso/.

21.	 Bill Marczak and John Scott-Railton, “Graphite Caught: First Forensic Confirmation of Paragon’s iOS Mercenary Spyware Finds Jour-
nalists Targeted,” The Citizen Lab, June 12, 2025, https://citizenlab.ca/2025/06/first-forensic-confirmation-of-paragons-ios-merce-
nary-spyware-finds-journalists-targeted/; John Scott-Railton et al., “CatalanGate: Extensive Mercenary Spyware Operation Against 
Catalans Using Pegasus and Candiru,” The Citizen Lab, April 18, 2022, http://citizenlab.ca/2022/04/catalangate-extensive-merce-
nary-spyware-operation-against-catalans-using-pegasus-candiru/.

22.	 Roberts et al., Mythical Beasts and Where to Find Them.
23.	 Roberts et al., Mythical Beasts and Where to Find Them.

Pegasus spyware tool prompted the creation of a European 
Parliament committee to examine use of Pegasus and the in-
clusion of NSO Group on the US Department of Commerce’s 
Entity List.19 

Awareness of the impacts and harms of spyware has in-
creased over the last few years due to the important actions 
of civil society investigative work. In high-profile cases such as 
the campaign against human rights activists, journalists, and 
lawyers in Mexico, victims and their affected family members 
have collaborated with research and advocacy groups, inclu-
ding Citizen Lab, Amnesty International, and Access Now, to 
attribute suspicious text messages to attempts to install NSO 
Group’s Pegasus on their devices.20  In recent cases, including 
the use of Paragon’s Graphite against European journalists 
and either NSO Group or Candiru’s tools against prominent 
members of civil society in Catalonia, threat notifications from 
Apple and WhatsApp have prompted forensic investigations 
from Citizen Lab, which confirmed the presence of spyware.21  
Without suspicion and subsequent confirmation of spyware 
use, individuals cannot pursue legal action against spyware 
vendors.

Obscurity of the spyware market
Another obstacle to accountability for spyware vendors is the 
obscurity of the spyware market. Prior research including the 
Atlantic Council’s Mythical Beasts report, which maps the spy-
ware ecosystem and imposes transparency on the market, 
outlines tactics used by spyware vendors to obfuscate their 
identities.22 Without attribution of a spyware infection to a spe-
cific vendor, litigation cannot achieve accountability from spe-
cific vendors for specific harms.23

Obstacles to accountability
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As outlined in Mythical Beasts, spyware vendors often change 
names, in some cases multiple times, to hide their identities 
and potentially to mitigate the business impacts of negative 
reporting. For example, the vendor Candiru Ltd changed its 
names four times in rapid succession from 2016 to 2020 and 
now operates as Saito Tech Ltd.24 Figure 1 highlights various 
entities within the spyware market that have changed names. 
Without consistent naming conventions and legal records, civil 
society organizations, targeted individuals, and corporations 
are often unable to pin down responsible entities and indivi-
duals, which enables them to act with impunity.

24.	 Roberts et al., Mythical Beasts and Where to Find Them.
25.	 Roberts et al., Mythical Beasts and Where to Find Them.
26.	 Deposition of Sarit Bizinsky Gil, WhatsApp Inc., et al. v. NSO Group Technologies Limited, et al., No. 4:19-cv-07123-PJH (N.D. Cal.),  

September 6, 2024, https://about.fb.com/wp-content/uploads/2025/05/WhatsApp-v-NSO-Gil-Transcrips_Case-4-19-cv-07123-
PJH.pdf.

Spyware vendors also engage in corporate restructuring, in-
cluding opening branches, procuring subsidiaries, developing 
strategic partnerships, or creating supplier relationships, which 
can make it difficult to attribute spyware incidents to specific 
entities.25 In depositions from the WhatsApp case against NSO 
Group, an individual working for Q Cyber Technologies, part 
of NSO Group, noted that there was no practical difference 
between employees of NSO Group and Q Cyber, despite legal 
distinctions between the companies.26

Spyware vendors engage in strategic jurisdiction hopping, 
often in conjunction with corporate restructuring tactics, to 
evade accountability and allow for the promotion and sale of 

Fig. 1: Name changes for entities studied in the Mythical Beasts project (1992-2023).

Source: Roberts et al., Mythical Beasts and Where to Find Them.
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their products in other countries, enabling them to take ad-
vantage of more permissible legal environments.27 Figure 2 
highlights the cross-jurisdictional connections present across 
a sample of the spyware market.

Difficulties establishing jurisdiction
Suits against spyware vendors also face the obstacles of fin-
ding an appropriate venue. In a lawsuit against a spyware ven-
dor, relevant physical locations can be both varied and difficult 
to determine. It is a considerable challenge to verify the corpo-
rate nationality or countries of activity of the spyware vendor, 
the location of the targeted devices, the citizenship and resi-
dence of the targeted individual, the locations of the company 
and computing infrastructure providing the technology product 

27.	 Roberts et al., Mythical Beasts and Where to Find Them.
28.	 Joe Dodson, “Widow of Slain Saudi Journalist Can’t Pursue Surveillance Claims Against Israeli Spyware Firm,” Courthouse News 

Service, May 21, 2025, https://www.courthousenews.com/widow-of-slain-saudi-journalist-cant-pursue-surveillance-claims-against-
israeli-spyware-firm/.

targeted by the spyware, and the legal status of the purchaser 
of the spyware tool. The distributed, decentralized nature of the 
harms in these cases can make it difficult to determine which 
courts are the correct avenues for claims against spyware ven-
dors and, therefore, have jurisdiction to hear a case.

In practice, several high-profile lawsuits have not overcome 
the jurisdiction hurdle. The widow of assassinated Washington 
Post journalist Jamal Khashoggi’s suit against NSO Group was 
dismissed by the US Court of Appeals for the Fourth Circuit 
due to a lack of personal jurisdiction over the defendant in 
Virginia in May 2025, despite the argument that spyware was 
used against the widow while she was in Virginia.28 A case in 
California, brought by El Salvadoran journalists against NSO 
Group, was also dismissed but will be reconsidered after an 

Fig. 2: Entities in the Mythical Beasts dataset that cross jurisdictional boundaries).

Source: Roberts et al., Mythical Beasts and Where to Find Them.
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appeals court found in July 2025 that the dismissal did not 
fully evaluate the relevant forum choice considerations.29 The 
WhatsApp case overcame jurisdictional barriers in part be-
cause the case involved US citizens and residents, and in part 
because the court relied upon WhatsApp’s evidence that “Pe-
gasus code was sent through plaintiff’s California-based ser-
vers forty-three times during the relevant time period.”30 

Spyware vendors have also invoked sovereign immunity as a 
defense, claiming that their role as agents of foreign govern-
ments shields them from legal action in US courts. The Su-
preme Court denied NSO Group’s petition to hear their sove-
reign immunity defense, allowing the Ninth Circuit’s decision 
to stand— that NSO is not entitled to sovereign immunity—in 
agreement with an amicus brief from the Justice and State De-
partments.31 In the United Kingdom courts have gone further, 
determining that even foreign states are not immune from li-
tigation and allowing cases against Saudi Arabia for the use 
of NSO Group’s spyware and Bahrain for the use of Gamma 
Group’s spyware.32

Clearing the bar of establishing jurisdiction is one obstacle that 
has plagued recent spyware cases in the United States. As 
jurisdiction must be established before a court can hear the 
merits of a case, lurking behind jurisdictional concerns may be 
a number of other legal difficulties.

29.	 Tim Starks, “Legal Barriers Complicate Justice for Spyware Victims,” CyberScoop, October 30, 2024, https://cyberscoop.com/
spyware-court-cases-nso-group-meta-whatsapp-apple/; Tim Starks, “Appeals Court Clears Path for El Salvadoran Journos to Sue 
Spyware Maker,” CyberScoop, July 8, 2025, https://cyberscoop.com/appeals-court-clears-path-for-el-salvadoran-journos-to-sue-
spyware-maker/.

30.	 WhatsApp Inc., et al. v. NSO Group Technologies Limited, et al., “Order Re Motions for Summary Judgment, Motion for Sanctions, 
and Discovery Letter Briefs,” No. 19-cv-07123-PJH, U.S. District Court for the Northern District of California, filed December 20, 
2024, https://storage.courtlistener.com/recap/gov.uscourts.cand.350613/gov.uscourts.cand.350613.494.0.pdf.

31.	 NSO Group Technologies Limited, et al. v. WhatsApp Inc., et al., No. 21-1338, Supreme Court of the United States, petition for cer-
tiorari denied January 9, 2023, https://www.supremecourt.gov/docket/docketfiles/html/public/21-1338.html; NSO Group Technolo-
gies Limited, et al. v. WhatsApp Inc., et al., “Brief for the United States as Amicus Curiae,” No. 21-1338, Supreme Court of the United 
States, filed November 21, 2022, https://www.supremecourt.gov/DocketPDF/21/21-1338/247116/20221121154250394_NSO%20
v.%20WhatsAppp%20CVSG.pdf.

32.	 “Court of Appeal Upholds Ruling that a Foreign State Can Be Sued for Alleged Hacking of Computers,” Twenty Essex, October 
7, 2024, https://www.twentyessex.com/court-of-appeal-upholds-ruling-that-a-foreign-state-can-be-sued-for-alleged-hacking-of-
computers/; “High Court rules that a foreign state can be sued for alleged use of spyware,” Twenty Essex, August 22, 2022, https://
www.twentyessex.com/high-court-rules-that-a-foreign-state-can-be-sued-for-alleged-use-of-spyware/.

33.	 Bill Marczak et al., “Triple Threat: NSO Group’s Pegasus Spyware Returns in 2022 with a Trio of iOS 15 and iOS 16 Zero-Click Exploit 
Chains,” The Citizen Lab, April 18, 2023, https://citizenlab.ca/2023/04/nso-groups-pegasus-spyware-returns-in-2022/.

34.	 Marczak et al., “Triple Threat.”
35.	 Joseph Menn, “Apple Seeks to Drop its Lawsuit Against Israeli Spyware Giant NSO,” Washington Post, September 13, 2024, https://

www.washingtonpost.com/technology/2024/09/13/apple-lawsuit-nso-pegasus-spyware/.
36.	 Marczak et al., “Triple Threat.”
37.	 Amnesty International, Forensic Methodology Report: How to Catch NSO Group’s Pegasus, July 18, 2021, https://www.amnesty.

org/en/latest/research/2021/07/forensic-methodology-report-how-to-catch-nso-groups-pegasus/. 
38.	 Amnesty International, Forensic Methodology Report. 

Exposure of attribution information
Another obstacle to successful litigation against spyware ven-
dors is the risk of exposing methods of detection and other va-
luable research sources to spyware vendors. For the purpose 
of this work, it is sufficient to understand that researchers can 
“fingerprint” spyware based on technical traces or patterns of 
behavior of spyware vendors, enabling attribution of spyware 
infections to specific vendors or spyware tools.33 However, 
public disclosure of that information can risk alerting spyware 
vendors to the details upon which researchers rely to detect 
spyware infections and infrastructure, allowing for the adop-
tion of new tactics, and thus enabling vendors to keep their 
tools one step ahead of targeted individuals.34 In September 
2024, Apple dropped an ongoing lawsuit against NSO Group, 
citing its preference to avoid the risk of exposing threat in-
telligence and detection capabilities during litigation.35 This 
illustrates a tradeoff between the benefits of public disclosure 
of indicators and the risks of alerting spyware vendors to de-
tected techniques.36

Researchers and technology companies can choose to divul-
ge details to inform and protect the public, exposing informa-
tion like domain names, email addresses, and process names 
that spyware vendors use.37 This disclosure often prompts 
spyware vendors to shift to new infrastructure configurations 
in order to avoid detection and attribution.38 Maintaining the 
secrecy of certain technical indicators of spyware infections 
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can also enable the attribution of future attacks, as a Citizen 
Lab report on FORCEDENTRY indicates.39

Spyware vendors have proven that they can bounce back 
from the public exposure of their infrastructure and continue 
to operate, as was the case with the Intellexa Consortium. In 
at least three instances beginning in 2023, Intellexa Consor-
tium’s infrastructure was exposed by civil society researchers 
at Amnesty International, Recorded Future’s Insikt Group, and 
Sekoia, resulting in an internal takedown of their infrastructure, 
which impacted the consortium’s ability to deploy or main-
tain infections, and was compounded by US Department of 
Treasury sanctions on members of the Intellexa Consortium in 
2024.40 Despite these efforts by civil society, the private sec-
tor, and the US government, the Intellexa Consortium adapted 
and rebuilt its exposed infrastructure at an alarming speed.41 
According to Recorded Future, the Intellexa Consortium conti-
nues to operate in 2025.42

39.	 Bill Marczak et al., “FORCEDENTRY: NSO Group iMessage Zero-Click Exploit Captured in the Wild,” The Citizen Lab, September 
13, 2021, https://citizenlab.ca/2021/09/forcedentry-nso-group-imessage-zero-click-exploit-captured-in-the-wild/.

40.	 AJ Vicens, “Predator Spyware Infrastructure Taken Down after Exposure,” CyberScoop, March 4, 2024, https://cyberscoop.com/
predator-spyware-infrastructure-taken-down/; US Department of the Treasury, “Treasury Sanctions Members of the Intellexa Com-
mercial Spyware Consortium,”, press release, March 5, 2024, https://home.treasury.gov/news/press-releases/jy2155.

41.	 Insikt Group, Predator Spyware Infrastructure Returns Following Exposure and Sanctions, Recorded Future, September 5, 2024, 
https://www.recordedfuture.com/research/predator-spyware-infrastructure-returns-following-exposure-sanctions. 

42.	 Insikt Group,  Predator Still Active, with New Client and Corporate Links Identified, Recorded Future, June 12, 2025, https://www.
recordedfuture.com/research/predator-still-active-new-links-identified.
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While litigation and other accountability action that technolo-
gy companies such as Apple (iMessage, iPhone), Google (An-
droid), and Meta (WhatsApp) pursue are not immune from the 
aforementioned obstacles, these companies have unique ca-
pabilities with which to push back against the risks and harms 
of spyware and to overcome those obstacles. Technology 
companies’ litigation and preventative action do not necessa-
rily involve direct victim compensation or justice for previous 
harms, but can act as an important preventative measure for 
future harms of spyware, complementing other approaches to 
accountability. Four essential capabilities of technology com-
panies will be discussed in this section: unmatched technical 
insights and awareness, preexisting user relationships, the 
ability to directly secure products from spyware, and the ability 
to offer opt-in security features.

Technical insights and awareness
As developers, maintainers, and sellers of technology pro-
ducts, technology companies are best situated to identify and 
make sense of technical signals of spyware abuse. As the ma-
nufacturers of devices, companies like Apple shape the use 
of their products through both the development of operating 
systems and choices about third-party access to devices, in-
cluding what applications are available on app stores.43 Apple 
cites its closed ecosystem as a security benefit, highlighting 
controls that prevent developers from accessing sensitive 
user data without permission.44  Advanced spyware tools, such 
as zero-click exploits, overcome the security controls that ope-
rating system and messaging platform developers promote.45

Technology companies also have visibility across campaigns 
through the infrastructure they operate to deliver services. 
According to a 2021 Apple complaint, the technology firm 
determined that NSO Group obtained more than one hun-
dred Apple IDs and stored an encrypted Pegasus payload on 

43.	 Apple Inc., Building a Trusted Ecosystem for Millions of Apps: The Important Role of App Store Protections,” white paper, June 
2021, https://www.apple.com/privacy/docs/Building_a_Trusted_Ecosystem_for_Millions_of_Apps.pdf.

44.	 Apple Inc., Building a Trusted Ecosystem.
45.	 Zack Whittaker, “Apple Patches an NSO Zero-Day Flaw Affecting All Devices,” TechCrunch, September 13, 2021, https://tech-

crunch.com/2021/09/13/apple-zero-day-nso-pegasus/.
46.	 Apple Inc. v. NSO Group Technologies Limited, and Q Cyber Technologies Limited, “Complaint: Demand for Jury Trial,” filed No-

vember 23, 2021, https://www.apple.com/newsroom/pdfs/Apple_v_NSO_Complaint_112321.pdf.
47.	 Dan Swinhoe, “AWS Kicks NSO Group from its Infrastructure After Hacking Report,” Data Center Dynamics, July 21, 2021, https://

www.datacenterdynamics.com/en/news/aws-kicks-nso-group-from-its-infrastructure-after-hacking-report/.
48.	 Zack Whittaker, “Google is Notifying Android Users Targeted by Hermit Government-Grade Spyware,” TechCrunch, June 23, 2022, 

https://techcrunch.com/2022/06/23/hermit-zero-day-android-spyware/; “Protecting Users from Spyware,” WhatsApp, accessed 
September 15, 2025, https://faq.whatsapp.com/641700318302674; Zack Whittaker, “WhatsApp Fixes Zero-Click Bug Used to Hack 
Apple Users with Spyware,” TechCrunch, August 29, 2025, https://techcrunch.com/2025/08/29/whatsapp-fixes-zero-click-bug-
used-to-hack-apple-users-with-spyware/; “About Apple Threat Notifications and Protecting Against Mercenary Spyware,” Apple, 
April 23, 2025, https://support.apple.com/en-us/102174.

iCloud servers as part of executing the spyware.46 Companies 
whose products are not directly targeted by spyware might 
also have useful information and the ability to intervene, as il-
lustrated by  Amazon Web Services (AWS) shutting down NSO 
Group’s access to the firm’s cloud content delivery network 
(CDN) service in 2021.47 Companies can utilize these tech-
nical insights directly, eliminating infrastructure access or as 
evidence in litigation against spyware vendors, or share them 
with members of civil society and targeted individuals who are 
pursuing accountability. 

Ease of notification
Technology companies with consumer-facing products 
already have relationships with affected victims, making the 
task of threat notification easier than alternative approaches. 
Instead of relying on emails or text messages from third-party 
sources, which to individuals could resemble either spam or 
further attempts to infect their devices with spyware, compa-
nies like Apple, Meta, and Google have multiple options to pri-
vately and proactively communicate with affected individuals 
in a way that is distinguishable from a third-party source. As 
developers, technology companies have the unique ability 
to push notifications directly to users via banners, settings, or 
account menus, or dedicated security pages within an app, 
operating system, or messaging platform. The reinforcement 
of notifications across email, text, and push notifications or via 
banners on user’s settings pages, as well as more specialized 
features like security check-up pages, all allow users to distin-
guish threat notifications from spam or third-party harassment.

In the past, technology companies including Meta, Apple, and 
Google have used several of these methods to notify indivi-
duals of the likely use of spyware against their devices or com-
munications.48 The further use of this capability could improve 

Overcoming accountability obstacles
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awareness of exposure to the risks of spyware, prompting fol-
low-on accountability actions.

Hardening products against spyware
Technology companies can take another important step 
toward combatting spyware: directly securing their products. 
Spyware tools exploit vulnerabilities or misconfigurations in 
software which, while technically challenging to avoid, detect, 
or remedy, depend almost entirely on the development de-
cisions and practices of technology companies. Chained-to-
gether vulnerabilities, which comprise a zero-click exploit, can 
only be conclusively stamped out with a patch issued by the 
organization responsible for the product or device. In the case 
of FORCEDENTRY, a NSO Group exploit targeting Apple’s 
image library, Citizen Lab discovered an artifact on an infec-
ted phone, which the researchers then forwarded to Apple 
for analysis and remediation.49 In response, Apple promptly is-
sued a patch and notified customers via a security update.50 In 
that case and several others, Apple’s security team deserves 
praise for both their efforts to remediate the underlying vulne-
rability and the speed of their response. Unfortunately, if a 
company responsible for an operating system or messaging 
platform chose not to behave as Apple did in this case, targe-
ted individuals and researchers would have minimal leverage 
to incentivize other behavior.

49.	 Marczak et al., “FORCEDENTRY.”
50.	 Whittaker, “Apple Patches.”
51.	 Jackie Snow, “The iPhone’s Lockdown Mode: What It Is and Who Should Consider Using It,” Wall Street Journal, November 30, 

2024, https://www.wsj.com/tech/cybersecurity/iphone-lockdown-mode-e1901a85?st=ej1wAy&reflink=desktopwebshare_perma-
link.

52.	 “Apple Expands Industry-Leading Commitment to Protect Users from Highly Targeted Mercenary Spyware,” Apple, updated July 6, 
2022, https://www.apple.com/newsroom/2022/07/apple-expands-commitment-to-protect-users-from-mercenary-spyware/.

53.	 Google, “Google’s Strongest Security Helps Keep Your Information Safe,” accessed September 9, 2025, https://landing.google.
com/intl/en_in/advancedprotection/.

Offering additional security features
Consumers choose the platforms, apps and operating sys-
tems they use, but with a few notable exceptions, they do 
not possess the ability to adjust design and root functionality 
of their devices to protect themselves from spyware. Howe-
ver, technology companies can offer opt-in security features, 
which may prevent the use of certain device features, but ul-
timately provide stronger security. Since 2022, Apple has of-
fered Lockdown Mode, which restricts certain functionality on 
Apple devices in exchange for heightened protections from 
spyware.51  As part of its bug bounty program, Apple has also 
doubled payouts to researchers identifying vulnerabilities that 
affect devices in Lockdown Mode.52 Google offers a free Ad-
vanced Protection Program for Google Accounts, which re-
quires the use of a passkey or security key, provides additional 
warnings for downloads, and enables other optional security 
settings.53 Advocacy organizations and researchers, including 
Citizen Lab and Amnesty International, have endorsed these 
optional features. Only the companies that provide these pro-
ducts and services can offer hardened versions, which remain 
licensed versions of their offerings, highlighting the critical role 
these companies play in shaping the security ecosystem.
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Efforts to achieve spyware accountability have focused on jus-
tice delivered through the courts and litigation. An adjacent 
policy debate around the challenge of redistributing responsi-
bility for software insecurity has resulted in proposals to apply 
the legal scheme of common law products liability to software. 
This section provides an overview of the legal basis for pro-
posals aimed at shifting incentives in the private sector for 
software insecurity, and explores the advantages and disad-
vantages of such a structure for spyware accountability. The 
authors also offer a proposal for a legislative safe harbor struc-
ture, which if implemented, could reshape incentives for tech-
nology companies to assist in the pursuit of accountability for 
spyware. The structure would have several essential features, 
as outlined in the table below.

54.	 Maia Hamin et al., Design Questions in the Software Liability Debate, Atlantic Council, January 16, 2024, https://www.atlanticcoun-
cil.org/in-depth-research-reports/report/design-questions-in-the-software-liability-debate/.

Software liability 101
The core premise of software liability proposals is straight-
forward: the costs of software failures are poorly distributed, 
with customers bearing the costs of security failures while 
vendors face little incentive to invest in security. Advocates 
argue that the market for software security is misaligned, with 
too little cost attached to the sale of insecure software pro-
ducts and services, while opponents argue that the result of 
this proposal would be to impose too heavy of a burden on 
software companies.54 However, the legal concepts underpin-
ning these proposals are anything but straightforward and as-
sessing such proposals can require fluency with both case law 
and complex legal theories. This section is not intended as a 
comprehensive overview of all proposals related to applying 
products liability to software; for a more detailed exploration of 
such proposals, refer to the Cyber Statecraft Initiative’s Design 
Questions in the Software Liability Debate report and the Law-

Shifting responsibility with products liability for 
software

Table 1: 

Design  
Question Description Safe Harbor Implementation

Applicable 
Harms

What harms qualify under this 
implementation?

Harms resulting from the infection or targeting of devices or 
software by spyware vendors.

Standards or 
Duties of Care

What practices must technology 
companies follow to benefit from this 
implementation?

Comprehensive threat notification and detection, information 
sharing, enhanced security features, rapid remediation of 
identified flaws.

Scope of  
Enforcement

To which kinds of software, or 
technology companies, does this 
implementation apply?

Messaging platforms, mobile operating systems, and 
companies responsible for those systems.

Governance
Which entities would 
determine compliance with this 
implementation?

At the federal level, certification of compliance with standards 
could be carried out by an independent regulatory agency 
such as the Federal Trade Commission (FTC), bifurcated from 
court assessment of claims to which it would apply. 
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fare Institute’s series on this topic, which features research by 
Atlantic Council fellow Chinmayi Sharma.55

Products liability is a subset of tort law. For the purposes of 
this brief, it is sufficient to understand that litigation involving 
torts does not require government intervention to enforce but 
grants victims the right to sue and receive compensation for 
harms suffered.56 Two main obstacles explain the lack of suc-
cessful products liability cases against software vendors for 
insecure software at present. Defining software as a product, 
and thus eligible for a products liability framework, is difficult 
because software is legally treated as text or an intangible pro-
duct governed by copyright and licensing regimes.57 The eco-
nomic loss rule prevents litigation for solely economic harms 
under tort law, which would be a barrier to any litigation that 
does not involve physical damage.58 Proposals for products 
liability regimes designed to address insecure software often 
refer both to standards of care and safe harbors.59 The criti-
cal point is that, in the context of these proposals, standards 
of care define acceptable and reasonable conduct by sof-
tware developers and manufacturers, while safe harbors 
provide protection from litigation to entities that comply 
with certain, specified practices.60 

Several legislative proposals have emerged over the last few 
years to create a statutory federal products liability regime for 
software in the United States. The Cyberspace Solarium Com-
mission  proposal for applying liability to software suggests 
creating a standard of care for software products that requires 
companies to patch vulnerabilities within ninety days of dis-
covery or reporting.61 Companies that fail to comply with that 
standard of care would be liable for economic harms greater 
than $75,000, physical damage, and harm to physical safety or 
security, with end users able to sue for damages, court costs, 

55.	 Hamin et al., Design Questions; Chinmayi Sharma and Benjamin C. Zipursky, “Who’s Afraid of Products Liability? Cybersecurity and 
the Defect Model,” Lawfare, October 19, 2023, https://www.lawfaremedia.org/article/who-s-afraid-of-products-liability-cybersecuri-
ty-and-the-defect-model.

56.	 Sharma and Zipursky, “Who’s Afraid of Products Liability?”
57.	 Sharma and Zipursky, “Who’s Afraid of Products Liability?”
58.	 Sharma and Zipursky, “Who’s Afraid of Products Liability?”
59.	 Derek E. Bambauer and Melanie J. Teplinsky, “Standards of Care and Safe Harbors in Software Liability: A Primer,” Lawfare, May 

31, 2024, https://www.lawfaremedia.org/article/standards-of-care-and-safe-harbors-in-software-liability--a-primer.
60.	 Bambauer and Teplinsky, “Standards of Care.”
61.	 US Cyberspace Solarium Commission, “Legislative Proposals,” July 2020,  https://www.solarium.gov/report/legislative-proposals.
62.	 US Cyberspace Solarium Commission, “Legislative Proposals.”
63.	 The White House, “National Cybersecurity Strategy,”  March 2023, https://bidenwhitehouse.archives.gov/wp-content/up-

loads/2023/03/National-Cybersecurity-Strategy-2023.pdf.
64.	 The White House, “National Cybersecurity Strategy.”
65.	 Jim Dempsey, “Standards for Software Liability Focus on the Product for Liability, Focus on the Process for Safe Harbor,” Lawfare, 

January 23, 2024, https://www.lawfaremedia.org/article/standards-for-software-liability-focus-on-the-product-for-liability-focus-on-
the-process-for-safe-harbor.

66.	 Dempsey, “Standards for Software Liability.”
67.	 Business Software Alliance, “BSA’s 2025 Global Agenda: The Enterprise Technology Sector’s Agenda for a Secure and Resilient 

Digital Ecosystem,” October 2024, https://www.bsa.org/files/policy-filings/2025cyberagendabsa.pdf.

and attorney fees capped at 15 percent of the company’s an-
nual revenue the year prior.62 

The Biden administration’s proposal for a software liability 
regime emerged from its National Cybersecurity Strategy 
(NCS), which argued that “Responsibility must be placed on 
the stakeholders most capable of taking action to prevent bad 
outcomes, not on the end users that often bear the conse-
quences of insecure software.” 63 The NCS proposal sug-
gested an “adaptable safe harbor framework to shield from 
liability companies that securely develop and maintain their 
software products and services,” involving the National Insti-
tute of Standard and Technology to inform the codification of 
secure software development standards.64 A proposal from 
Jim Dempsey, as part of Lawfare’s Secure by Design paper 
series, suggests a three-part regime for insecure software 
liability.65 The Dempsey proposal also includes a safe harbor, 
which would shield developers from liability if they comply with 
a set of best practices for software security. 66 Industry groups 
and trade associations, including the Business Software Al-
liance in its 2025 Global Software Agenda, have also argued 
that a safe harbor premised on secure development standards 
would drive more companies to adopt those standards, stren-
gthening the security of the overall software ecosystem.67  

A path forward for spyware liability
The use of spyware capabilities against individual mobile de-
vices represents an extreme form of a common security failure, 
which is the exploitation of insecure software by a malicious 
actor. In the spyware market, highly motivated and well-re-
sourced threat actors continue to procure vulnerabilities and 
target individuals with sophisticated capabilities. Even the 
strictest secure development standards cannot eliminate all 
vulnerabilities, and under some proposed frameworks of lia-
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bility, only unpatched vulnerabilities would enable customers 
to collect damages from companies. However, the spyware 
ecosystem has several characteristics that complicate the abi-
lity of the above proposals to resolve the harms of spyware or 
realign incentives in the spyware ecosystem. 

As discussed previously, obstacles to spyware accountability 
through litigation—i.e., a lack of awareness of targeted indivi-
duals, the intentional obscurity of spyware vendors, difficulties 
establishing jurisdiction, and the risks of exposing research—
complicate the ability of individuals affected by spyware to 
successfully bring lawsuits addressing the harms of spyware. 
Rather than expecting a general proposal for applying pro-
ducts liability to resolve the harms of spyware, this report pro-
poses a targeted application of concepts from those propo-
sals to the specifics of the spyware ecosystem. This legislative 
safe harbor framework could be a component of a broader 
policy regime designed to shift incentives and responsibility 
for insecure software, or function as a standalone structure 
designed to incentivize technology companies to pursue and 
support spyware accountability. 

Three considerations should shape the development of a safe 
harbor framework, which would shield technology companies 
from litigation resulting from the application of products liabi-
lity to software, or related litigation designed to hold software 
companies to account for the insecurity of their products.

1.	 Any policy intervention should recognize the heighte-
ned threat environment that technology companies 
face when defending against state-sponsored or affi-
liated spyware vendors. 

Unlike financially motivated cybersecurity incidents, which mi-
ght principally target well-resourced institutions, spyware of-
ten targets journalists, activists, dissidents, and human rights 
defenders, whose communications and activities are already 
subject to state scrutiny and repression. As discussed, tech-
nology companies possess capabilities to push back against 
spyware vendors. However, perfect security against well-re-
sourced, nation-backed actors is neither technically feasible 
nor economically reasonable to expect from private compa-
nies that do not have total control over how users operate 
and use their platforms and systems. Companies can also face 
backlash from governments as they implement security prac-
tices that have the effect of restricting governments, particu-
larly law enforcement agencies, from accessing information of 
interest or notify individuals of government use of spyware.

2.	 The rapidly evolving nature of both spyware capabilities 
and defensive technologies also requires a framework 
that can adjust to new threats and incorporate emer-
ging best practices. 

Adaptability should be built into the framework’s structure 
rather than requiring legislative amendments for each techno-
logical development. Without such flexibility, especially related 
to the nature of information that can be shared about spyware 
threats, defenders could quickly find themselves out of step 

with effective practices for mitigating the harms of spyware. 
Legislation and regulatory frameworks should not be expec-
ted to fully predict the evolution and transformation of an eco-
system as complex as the spyware market, but the historical 
pace of change within the market suggests that policymakers 
should anticipate new and different threats to continue to 
emerge. 

3.	 The nature of the spyware ecosystem requires careful 
international engagement, as the challenges of spy-
ware are not contained within the borders of the United 
States. 

The involvement of other countries in responding to or per-
petuating spyware is a critical consideration for any domestic 
policy proposal, as other countries could undermine or take 
advantage of carelessly designed policies. For example, re-
quiring additional reporting or notification to governments 
globally about the identities of spyware victims or of tech-
nical indicators of compromise of spyware could tip off spy-
ware customers to the detection of their spyware use. Policy 
interventions that create additional requirements and mecha-
nisms for governments to shape the behavior of technology 
companies could also be abused to compel companies and 
organizations responsible for the security of messaging plat-
forms and operating systems to disclose further information 
about customers or end users. As international efforts conti-
nue to address the harms of spyware, including the UK and 
France-led Pall Mall Process, which applies diplomatic levers 
to constrain the growth of spyware, US engagement in interna-
tional forums and collaboration with aligned governments will 
be essential to the effectiveness of any framework designed 
to deliver spyware accountability.

A safe harbor for spyware
In response to the above considerations, this report proposes 
a spyware-focused safe harbor framework that would incen-
tivize technology companies to engage in best practices for 
spyware accountability by shielding them from litigation re-
lated to spyware’s harms. This would include any future litiga-
tion resulting from the application of a products liability stan-
dard to software insecurity. The details of the proposed safe 
harbor are included below and are referenced in the summary 
table at the beginning of this section.

1.	 Standards or duties of care that would make a technolo-
gy company eligible for the safe harbor’s shield should 
include comprehensive threat notification and de-
tection, information sharing, enhanced security fea-
tures, and rapid remediation of identified flaws.

Threat notification represents a particularly critical component 
of this framework. Technology companies that proactively no-
tify users of suspected spyware targeting, provide clear gui-
dance on protective measures, and facilitate connections with 
relevant support organizations should be shielded from claims 
related to the initial compromise, and will play a critical role in 
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addressing the challenges of victims’ awareness of spyware 
infections.

Information sharing with researchers, advocacy organizations, 
and other technology companies is another crucial area for 
safe harbor protections. Companies that responsibly share 
threat intelligence with organizations like Citizen Lab, Amnesty 
International, and other established research entities should 
receive liability protections, provided they follow established 
guidelines for protecting sensitive information and user priva-
cy. This sharing is vital to addressing the challenges presented 
at the start of the paper, including aiding with visibility of spy-
ware incidents, including enabling investigative research by 
civil society organizations, and decreasing the obscurity of 
the spyware market, while respecting companies’ legitimate 
concerns with exposing sensitive security information to the 
public.

The framework should also reward companies that offer opt-in 
enhanced security features, such as Apple’s Lockdown Mode 
or Google’s Advanced Protection Program. These features re-
quire significant development effort and financial resources, 
including when tied to bug bounty programs. By providing 
safe harbor protections for companies that invest in develo-
ping and maintaining these specialized security offerings, the 
framework would encourage broader adoption of such pro-
tective measures across the industry.

Finally, rapid remediation of vulnerabilities or exploit chains is 
a step that only technology companies can take to respond to 
ongoing spyware campaigns. By patching devices and upda-
ting messaging platforms, technology companies curb infec-
tions and protect users from harm. While developing patches 
and mitigating flaws should not be rushed—as developers and 
technology companies must completely evaluate software 
changes to ensure they completely fix flaws without disrupting 
functionality—companies should be rewarded for the rapid 
mobilization of effort that quick patching requires. 

2.	 Eligible harms should include harms resulting from the 
infection or targeting of devices or software by spy-
ware vendors.

Harms that would trigger application of the safe harbor shield 
should be limited to those caused by spyware capabilities. 
Qualifying incidents would involve targeted capabilities, such 
as the use of zero-day exploits and individual persistent de-
vice access, but not general cybersecurity incidents, which are 
shaped by a wide variety of incentives. As the discussion of 
applying products liability to software broadly indicates, a host 
of legal barriers and considerations would shape the imple-
mentation of such a regime. To minimize disruption to broader 
cybersecurity incentives, this safe harbor shield should apply 
narrowly to harms specific to the spyware ecosystem. Howe-
ver, this would not make this proposal’s tailored proposal in-
compatible with a broader software liability structure based on 
products liability, and the implementation of such a safe harbor 

would not require policymakers to intervene in or decide other 
debates related to those proposals and broader software se-
curity challenges.

3.	 Eligible technologies and products should include mes-
saging platforms, mobile operating systems, and the 
companies responsible for the security of those sys-
tems or involved in their development and operation.

The safe harbor should apply to technology sectors that are 
targets of sophisticated spyware tools, particularly messaging 
platforms like WhatsApp and iMessage, as well as mobile ope-
rating systems including iOS and Android. Companies eligible 
for protection should include primary developers and opera-
tors of these platforms, plus entities involved in their security 
infrastructure such as cloud service providers hosting messa-
ging services or companies providing security services. This 
scope recognizes that spyware campaigns often exploit vulne-
rabilities across interconnected systems and that effective de-
fense requires coordination among stakeholders.

4.	 Compliance with standards should be determined by 
a government entity outside of the judicial system, 
which would certify compliance to court entities for the 
purposes of litigation.

Certification of compliance with standards could be carried 
out by an independent regulatory agency, such as the FTC, 
but would occur separately from judicial assessment and ad-
judication of claims where the safe harbor would be relevant, 
maintaining important neutrality from policy departments and 
the legal system while still providing a critical verification role. 
This would prevent judicial bodies from having to make esote-
ric technical decisions, while allowing industry and advocacy 
organizations to offer expertise to guide the definitions and 
development of best practice standards. The certification of 
compliance occurring outside of the judicial system could en-
able such standards to evolve on a regular basis, which would 
ensure that practices are kept up to date instead of emerging 
fitfully through a patchwork of case law. 

At the federal level, such a framework would require careful 
coordination across the public and private sector, along with 
the participation of agencies such as the Cybersecurity and 
Infrastructure Security Agency, which could act as a host body 
to advise on the technical standards that companies would 
need to meet. Implementation of such a framework would 
require extensive consultation and testing to define effective 
standards for threat notification programs, information sharing 
protocols, and enhanced security measures. The cybersecu-
rity community, advocacy organizations, targeted individuals, 
and technology companies must collaborate to ensure that 
any resulting standards meaningfully support accountability 
efforts while remaining technically feasible and economically 
sustainable.
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Spyware and the spyware ecosystem pose significant challen-
ges that will not be resolved with any single policy interven-
tion. The current lack of comprehensive justice or deterrence 
from litigation-based approaches demonstrates the need for a 
complementary strategy that leverages the abilities of techno-
logy companies to protect individuals from spyware while also 
supporting other efforts to pursue accountability. 

The safe harbor framework proposed in this report offers a 
targeted approach to realigning incentives within the techno-
logy ecosystem. Rather than expecting general products lia-
bility proposals to address the specific challenges of spyware 
abuse, this framework recognizes the distinct characteristics 
of state-sponsored surveillance tools and the specialized role 
of technology companies in defending against them. By rewar-
ding companies that invest in threat detection, user notifica-
tion, information sharing, and enhanced security features, the 
framework could drive industry-wide improvements in protec-
tion for the journalists, activists, and human rights defenders 
most vulnerable to spyware targeting. 

The framework’s success would also depend on careful in-
ternational coordination. As spyware vendors and their cus-
tomers operate across jurisdictions, domestic policy interven-
tions risk being undermined by international actors or creating 
opportunities for abuse by governments seeking additional 
leverage over technology companies. US engagement in mul-
tilateral efforts like the UK and France-led Pall Mall process 
will be essential to ensuring that accountability measures rein-
force rather than conflict with international coordination efforts. 
US government support of a safe harbor proposal would de-
monstrate a renewed commitment to constraining spyware’s 
harms. Such a commitment would give the United States more 
leverage with which to push back on countries that attempt to 

limit the ability of technology companies to respond to spy-
ware’s threats and engage in spyware-related abuses, ultima-
tely preserving the ability of American technology companies 
to defend mobile communications and devices from national 
security threats.

The proposed safe harbor represents a complementary ap-
proach that acknowledges the limitations of existing accoun-
tability mechanisms while taking advantage of the demons-
trated effectiveness of technology company interventions in 
recent spyware incidents. Developing and implementing this 
framework will take time, resources, and sustained commit-
ment from policymakers, industry, and civil society. This is es-
pecially relevant in a current political climate where public-pri-
vate collaboration is headed in the direction of minimizing the 
compliance burden upon industry, while also pushing compa-
nies to secure their products and infrastructure from the out-
set. 

However, given the persistent threat that spyware poses to 
vulnerable individuals worldwide and the demonstrated inade-
quacy of existing accountability mechanisms, targeted policy 
interventions that strengthen the incentives for protective be-
haviors represent a critical component of a comprehensive 
accountability strategy. These interventions could be a useful 
test case for effective public-private collaboration designed to 
induce companies to take greater responsibility for helping to 
secure users over the long term. As part of broader internatio-
nal coordination efforts to address spyware proliferation and 
abuse, a well-designed safe harbor framework could provide 
meaningful protection for those most at risk while advancing 
the broader goal of accountability within the spyware ecosys-
tem.

Conclusion





18ATLANTIC COUNCIL

404 ACCOUNTABILITY NOT FOUND#ACcyber

About the authors

Sara Ann Brackett is an assistant director with 
the Cyber Statecraft Initiative, part of the Atlantic 
Council Tech Programs. She focuses her work 
on open-source software security, software 
bills of materials, software liability, and software 
supply-chain risk management within the Cyber 
Statecraft Initiative’s cybersecurity and policy 

portfolio. Brackett graduated from Duke University, where she 
majored in computer science and public policy and wrote a 
thesis on the effects of market concentration on cybersecu-
rity. She participated in the Duke Tech Policy Lab’s Platform 
Accountability Project and worked with the Duke Cybersecu-
rity Leadership Program as part of Professor David Hoffman’s 
research team.

Jen Roberts is an associate director with the 
Cyber Statecraft Initiative, part of the Atlantic 
Council Tech Programs. She primarily works on 
CSI’s Proliferation of Offensive Cyber Capabi-
lities work. Roberts also helps support the Cy-
ber 9/12 Strategy Challenge and is passionate 
about how the United States with its allies and 

partners, especially in the Indo-Pacific, can cooperate in the 
cyber domain. Roberts holds an MA in International Relations 
and Economics from Johns Hopkins University’s School of Ad-
vanced International Studies (SAIS) where she concentrated 
in Strategic Studies. She also attained her BA in International 
Studies from American University’s School of International Ser-
vice. 







CHAIRMAN
*John F.W. Rogers

EXECUTIVE CHAIRMAN 
EMERITUS
*James L. Jones

PRESIDENT AND CEO
*Frederick Kempe

EXECUTIVE VICE CHAIRS
*Adrienne Arsht
*Stephen J. Hadley

VICE CHAIRS
*Robert J. Abernethy
*Alexander V. Mirtchev

TREASURER
*George Lund

DIRECTORS
Stephen Achilles
Elliot Ackerman
*Gina F. Adams
Timothy D. Adams
*Michael Andersson
Ilker Baburoglu
Alain Bejjani
Colleen Bell
Peter J. Beshar
*Karan Bhatia
Stephen Biegun
Linden P. Blue
Brad Bondi
John Bonsell
Philip M. Breedlove
David L. Caplan
Samantha A. Carl-Yoder
*Teresa Carlson
*James E. Cartwright
John E. Chapoton
Ahmed Charai
Melanie Chen
Michael Chertoff
George Chopivsky
Wesley K. Clark
Kellyanne Conway
*Helima Croft
Ankit N. Desai

*Lawrence Di Rita
Dante A. Disparte
*Paula J. Dobriansky
Joseph F. Dunford, Jr.
Joseph Durso
Richard Edelman
Oren Eisner
Stuart E. Eizenstat
Mark T. Esper
Christopher W.K. Fetzer
*Michael Fisch
Alan H. Fleischmann
Jendayi E. Frazer
*Meg Gentle
Thomas H. Glocer
John B. Goodman
Sherri W. Goodman
Marcel Grisnigt
Jarosław Grzesiak
Murathan Günal
Michael V. Hayden
Robin Hayes
Tim Holt
*Karl V. Hopkins
Kay Bailey Hutchison
Ian Ihnatowycz
Keoki Jackson
Deborah Lee James
*Joia M. Johnson
*Safi Kalo
Karen Karniol-Tambour
*Andre Kelleners
John E. Klein
Ratko Knežević
C. Jeffrey Knittel
Joseph Konzelmann
Keith J. Krach
Franklin D. Kramer
Laura Lane
Almar Latour
Yann Le Pallec
Diane Leopold
Andrew J.P. Levy
Jan M. Lodal
Douglas Lute
Jane Holl Lute

William J. Lynn
Mark Machin
Marco Margheri
Michael Margolis
Chris Marlin
William Marron
Roger R. Martella Jr.
Judith A. Miller
Dariusz Mioduski
*Richard Morningstar
Georgette Mosbacher
Majida Mourad
Mary Claire Murphy
Scott Nathan
Julia Nesheiwat
Edward J. Newberry
Franco Nuschese
Robert O’Brien
*Ahmet M. Ören
Ana I. Palacio
*Kostas Pantazopoulos
David H. Petraeus
Elizabeth Frost Pierson
*Lisa Pollina
Daniel B. Poneman
Robert Portman
*Dina H. Powell McCormick
Michael Punke
Ashraf Qazi
Laura J. Richardson
Thomas J. Ridge
Gary Rieschel
Charles O. Rossotti
Harry Sachinis
C. Michael Scaparrotti
Ivan A. Schlager
Rajiv Shah
Wendy R. Sherman
Gregg Sherrill
Jeff Shockey
Kris Singh
Varun Sivaram
Walter Slocombe
Christopher Smith
Clifford M. Sobel
Michael S. Steele

Richard J.A. Steele
Mary Streett
Nader Tavakoli
*Gil Tenzer
*Frances F. Townsend
Melanne Verveer
Tyson Voelkel
Kemba Walden
Michael F. Walsh
*Peter Weinberg
Ronald Weiser
*Al Williams
Ben Wilson
Maciej Witucki
Neal S. Wolin
Tod D. Wolters
*Jenny Wood
Alan Yang
Guang Yang
Mary C. Yates
Dov S. Zakheim

HONORARY DIRECTORS
James A. Baker, III
Robert M. Gates
James N. Mattis
Michael G. Mullen
Leon E. Panetta
William J. Perry
Condoleezza Rice
Horst Teltschik

*Executive Committee 
Members

List as of August 15, 2025

Atlantic Council Board of Directors



The Atlantic Council is a nonpartisan organization that promotes 
constructive US leadership and engagement in international 
affairs based on the central role of the Atlantic community in 
meeting today’s global challenges.

© 2025 The Atlantic Council of the United States. All rights reser-
ved. No part of this publication may be reproduced or transmitted 
in any form or by any means without permission in writing from 
the Atlantic Council, except in the case of brief quotations in news 
articles, critical articles, or reviews. Please direct inquiries to:

Atlantic Council 
1400 L Street NW, 11th Floor 
Washington, DC 20005

(202) 463-7226

www.AtlanticCouncil.org


