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l. Introduction and summary

As described in Part | of this two-part report, a fundamental ap-
proach of the Trump administration is ensuring and enhancing
the defense of the US homeland. Border security has accor-
dingly been prioritized, and a “Golden Dome” missile defense
has been proposed. But equivalent to the challenges of the
border and of missile defense is the defense of the informa-
tion and operational technology systems upon which the na-
tional security, economy, and public safety of the United States
depend. This report focuses on technology and architectures,
and its companion report (Part |) focuses on operations and
governance. Together, they identify the challenges facing the
United States and describe a proposed national cybersecurity
strategy that encompasses key roles for the government and
the private sector.

The proposed strategy is built on two components: establi-
shing an operational road map for defensive and offensive
campaigning with appropriate roles for government and the
private sector; and accelerating the development and adop-
tion of safe coding and zero trust architectures (ZTAs) for key
critical infrastructure systems and enterprises. By accompli-
shing these two sets of activities, the United States will es-
tablish a homeland defense cyber posture that provides the
president and the national leadership with the necessary ca-
pabilities to deter and counter nation-state and criminal adver-
saries in cyberspace.

Specifically, as set forth in this report, achieving and maintai-
ning that homeland defense cyber posture will require several
steps:

* Enhance the security of software code base for key
critical infrastructures (because unsecured or unsafe
code bases present the greatest attack surface for hac-
kers)!

o Utilize formal methods to develop and maintain
high-assurance software for information and ope-
rational technology (IT and OT) systems of key criti-
cal infrastructures that are identified as “Section 9”
companies, which are companies “where a cyber-
security incident could reasonably result in catas-
trophic regional or national effects on public health
or safety, economic security, or national security.”2

o Qrganize a task force consisting of government
and private-sector experts to support use of formal
methods to improve software security in each sec-
tor that includes Section 9 companies.

o Engage highly capable private-sector companies
as members of the task force, selecting those cur-
rently using formal methods: effective, beneficial
techniques to vastly reduce software vulnerabili-
ties (as discussed in section lll). Their participation

will be highly important in supporting prompt and
effective utilization of formal methods for Section
9 companies. To the extent that resource or other
constraints limit an immediate transition to code
written via formal methods, utilize memory safe lan-
guages as an initial step along the formal methods
spectrum.

Support the development and adoption of key
cybersecurity technology projects focused on
safe coding through formal methods and memory
safety that are being undertaken by the Defense
Advanced Research Projects Agency (DARPA).

Support the development and adoption of artificial
intelligence technologies (including generative,
agentic, and neuro-symbolic Al powered by large
language models, or LLMs) to support the imple-
mentation of effective security solutions, including
checking proofs for those solutions through formal
methods.

* Establish trusted architectures (necessary as ill-struc-
tured architectures provide multiple vulnerabilities for
adversaries to exploit).3

o

Establish and/or review regulatory requirements
for ZTAs for Section 9 companies in key sectors,
with the national cyber director providing overall
coordination/harmonization and the sector risk ma-
nagement agencies generating specific regulatory
requirements.

Organize a task force consisting of government
and private-sector experts to generate the techni-
cal requirements for, and to support, the establish-
ment of zero trust architectures for each sector that
includes Section 9 companies. The actual ZTA im-
plementation activities would be provided through
a combined effort of the Section 9 company and
outside private-sector expert assistance.

Develop and/or utilize advanced capabilities inclu-
ding ephemeral authentication, postquantum cryp-
tography, enhanced software segmentation, and
agentic Al to support zero trust architectures.

Organize the establishment of ZTAs across the “re-
gional resilience districts” in key geographic areas
(described in the Part | report). Begin by establi-
shing ZTA pilot programs for key port cities, ideal-
ly where there are significant military installations,
such as in Charleston; these programs should fo-
cus on zero trust architectures for key capabilities
including local governance.
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* Provide financial assistance. Recipients should include
each Section 9 company and regional resilience district
undertaking the establishment of ZTAs. The assistance
should include direct funding and/or tax credits to sup-
port the initial effort, upgrades, maintenance, and pos-
sibly matching federal funds for state-funded initiatives.

While this report identifies several existing technological
and architectural improvements that could bolster critical in-
frastructure cybersecurity, the rapid pace of change neces-
sitates—and we have attempted to set forth—a set of orga-

nizational structures and repeatable processes that could be
used to accelerate the development and adoption of future
cyber “solutions.” These include not only the structures and
processes necessary to leverage cutting-edge private- and
public-sector expertise for the benefit of critical infrastructure
cybersecurity, but also the incentives (e.g., funding and liability
protections) necessary to spur private-sector cooperation and
the sustained multiyear funding necessary to retain and grow
the research and development base essential to securing cri-
tical infrastructure.
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Il. The cybersecurity challenge:
Unsafe code and insecure architectures

The cybersecurity challenges from adversaries including the
People’s Republic of China (PRC), the Russian Federation, the
Islamic Republic of Iran, the Democratic People’s Republic of
Korea (i.e., North Korea), and cyber criminals are set forth in
the Part | companion report on operations and are included in
the Part Il Appendix. The discussion below focuses more spe-
cifically on challenges from unsafe code and insecure archi-
tectures. As important as the operational road map proposed
in Part | will be, without resilient systems and enterprises the
United States will not be able to counter adversaries let alone
deter their actions. Effective defense has always been a critical
element of successful security strategy. As Sun Tzu classically
said, “The skillful warriors first made themselves invincible,” a
comprehensible task since “invincibility depends on oneself.”
Now, however, far from invincible, American critical national
security and commercial systems are at extraordinary risk with
adversaries exploiting the multitude of vulnerabilities in sof-
tware in those systems as well as the often-poor authentica-
tion and confidentiality capabilities of networked enterprises
that allow key critical systems to interoperate.

The vulnerabilities arise from two main sources: unsafe code
and untrustworthy networks.

Unsafe code

So-called memory-safety errors* have been described as “to-
day’s biggest attack surface for hackers.” As the Cybersecurity
and Infrastructure Security Agency (CISA) has stated, over two-
thirds of software vulnerabilities have historically arisen from
the use of memory unsafe code.® For over half a century, sof-
tware engineers have known malicious actors could exploit a
class of software defect called “memory safety vulnerabilities”
to compromise applications and systems. During that time,
experts have repeatedly warned of the problems associated
with memory safety vulnerabilities. In a blog post, Microsoft
reported that “*70% of the vulnerabilities Microsoft assigns a
CVE [Common Vulnerability and Exposure] each year continue
to be memory safety issues.” Google likewise reported that
“the Chromium project finds that around 70% of our serious se-
curity bugs are memory safety problems.” Mozilla reports that
in an analysis of security vulnerabilities, “of the 34 critical/high
bugs, 32 were memory-related.”®

While some recent analysis indicates that the overall percen-
tage of errors from unsafe languages is “only” about 50
percent,’ the situation is worsening for critical infrastructures.
As one report underscored, critical infrastructures are at high
risk from memory-safety issues: “Recently, nation-state ac-
tors, such as Volt Typhoon, have demonstrated the potential
real-world impact of memory safety vulnerabilities in the sof-
tware used to run critical infrastructure.”® According to that re-

view, “in the last few years, memory safety vulnerabilities wit-
hin ICS [industrial control systems] have seen a steady upward
trend. There were less than 1,000 CVEs in 2014 but nearly
3,000 in 2023 alone.”®

The problem has arisen because so much programming uti-
lizes programming languages like C and C++. While very ef-
ficient, such languages are susceptible to adversarial attacks
that exploit their inherent unprotected excess “memory space,”
which allows an adversary to insert malware into a program.©
As one earlier Atlantic Council study described:

These languages are well suited to systems pro-
gramming, giving instructions directly to the guts
of a machine to produce programs with very fast
performance. That freedom also creates risk, al-
lowing a variety of bugs like buffer overflows,
memory leaks, dangling pointers, etc. These is-
sues, called memory-safety errors, can result from
simple typos and forgotten lines of code or from
complex memory structures and unforeseen inte-
ractions."

The lack of built-in memory-safety mechanisms affords adver-
saries the opportunities to violate data confidentiality, integrity
and availability. In short, as a recent report from CISA and the
National Security Agency states, “The importance of memory
safety cannot be overstated.”?

Zero trust challenges

Effective techniques for cybersecurity of critical infrastructures
require the implementation of zero trust architectures. A ZTA
has five components:

* Authentication of the user.

e Authorization for the user to do what is being under-
taken.

* Segmentation of the network so that compromise of
one area does not allow compromise of others.

* Encryption of data.

e Continuous monitoring of the network for compro-
mises.

The failure to implement zero trust requirements has been
instrumental in enabling or supporting adversary breaches.
For example, in the well-known Colonial Pipeline attack, the
absence of proper authentication—specifically, the lack of
multifactor authentication on a VPN account—was a key factor
in enabling the breach As other examples, absence of seg-
mentation controls led to significant breaches at “22 energy
operators responsible for various aspects of the Danish ener-
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gy infrastructure,”™ and the British Library suffered significant
data losses since its system “didn’t have a way to immediately
stop lateral movements.”®

Analytically, adopting these components into ZTAs for critical
infrastructures is a well understood process. By way of exa-
mples, the Cloud Security Alliance has promulgated the Zero
Trust Guidance for Critical Infrastructure;” the North American
Electric Reliability Corporation has issued a white paper entit-
led “Zero Trust Security for Electric Operations Technology;”*®
and private cybersecurity providers including Xage Security,
Dragos, and Fortinet also have expertise in the process re-
quired to migrate electric utility and other critical information
and operational technology (IT/OT) systems to ZTA platforms.”

Likewise, to support the practicalities of ZTA implementation
for critical infrastructures, the National Institute of Standards
and Technologies (NIST), working with private-sector cyberse-
curity companies through the National Cybersecurity Center of
Excellence, has demonstrated numerous ZTA solutions. NIST
describes these as “practical cybersecurity solutions for spe-
cific industries, as well as for broad, cross-sector technology
challenges,” noting that they are established by developing
“modular, adaptable example cybersecurity solutions using
commercially available technology.”?°

The NIST efforts set forth architecture descriptions and pro-
vide specific examples utilizing multiple available commercial
components. NIST further undertook red-team testing to de-
monstrate that the described architectures would be resilient
against adversary cyberattack.?’ The results demonstrated that
a properly configured zero trust architecture could establish
significant resilience for both IT and OT networks. As one exa-
mple, the testing for electric utilities and the oil and gas in-
dustry successfully accomplished a spectrum of cybersecurity
tasks important to zero trust including: detecting new devices
on the network; recognizing new vulnerabilities and engaging
in patch management; recognizing loss of devices from the
network; detecting anomalous communications; and monito-
ring devices with cellular connectivity to the network.??

However, while ZTAs are easily described in the abstract and
the required capabilities do exist and can be demonstrated
in a laboratory setting (as NIST has shown), they are far more
difficult to put into practice at scale in the government or large
bureaucracies. By way of example, even the Department of
Defense, which has both significant funding and substantial ex-
pertise, has yet to fully implement ZTA. The current target im-
plementation date for IT systems is 2027.23 While DOD has va-
lidated several ZTA solutions for IT—including Thunderdome,?*
Flank Speed,?® and Fort Zero*--which are being adopted by
multiple DoD organizations, departmental-wide adoption is yet
to be accomplished. Moreover, while DoD recently released
guidance for implementing ZT for OT,¥ the ZT implementation
timeframe for OT systems has yet to be established, though
recent statements indicate an initial target of 2030 for some
systems, with others following by several years.?®

The reasons for the disparity between the well-understood
analytic capability and the on-the-ground reality derives from
a series of factors. Perhaps most relevantly, Section 9 compa-
nies in key sectors will, in addition to their corporate activities,
generally be running operational technology systems required
for the provision of their services. As the Cloud Security Al-
liance has described, the scale, complexity, longevity, and
legacy nature of many operational technology systems make
it more difficult to implement ZTA solutions.?® Another report
similarly elaborated that “many OT organizations struggle to
implement zero trust seamlessly” due to inclusion of legacy
technology, a lack of standardization, and the time it takes to
respond to an attack potentially leading to “production loss or
interruption of critical infrastructure that may lead to serious
health and safety risks.”*° A third report likewise noted the diffi-
culty of making “ZTA technologies compatible with the legacy
technologies found in the OT environments,” adding that the
“OT component (e.g., programmable logic controllers) may not
support the technologies or protocols required to fully inte-
grate with a ZTA system.”
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lll. Cybersecurity technology road map:
Scaling resilience through safe coding and ZTAs

Safe coding

Safe coding can be accomplished through formal methods
(described below) and, to an important but lesser degree, use
of memory safe languages. The discussion that follows des-
cribes each of these approaches as well as existing DARPA
initiatives to make such capabilities widely available.

Formal methods: Approach and benefits

Formal methods “mathematically prove that code is error-free
and works as specified.”® DARPA has described formal me-
thods as “mathematically rigorous techniques that create
mathematical proofs for developing software that eliminate vir-
tually all exploitable vulnerabilities.”®® Accordingly, “successful-
ly applying formal methods provides many benefits,” including
early identification and provable eradication of software bugs
and full integration of ZTA approaches.3

Formal methods have long been recommended or required
in safety-critical systems such as those found in the automo-
tive,*® aerospace,®® medical,*” and nuclear power®® industries.
Despite their value, formal methods have not been more wi-
dely adopted in industry because of a “reputation for requiring
a huge amount of training and effort to verify a tiny piece of
relatively straightforward code, so the return on investment is
justified only in safety-critical domains,”® such as medical sys-
tems and avionics.

However, Amazon Web Services (AWS) engineers, utilizing
two programming languages—TLA+ and PlusCal—found “this
perception to be wrong.”*® Using this approach for “large com-
plex real-world systems” demonstrated:

TLA+ has added significant value, either finding
subtle bugs we are sure we would not have found
by other means or giving us enough understan-
ding and confidence to make aggressive perfor-
mance optimizations without sacrificing correc-
tness. Amazon now has . . . teams using TLA+,
with encouragement from senior management
and technical leadership. Engineers from entry
level to principal have been able to learn TLA+
from scratch and get useful results in two to three
weeks, in some cases in their personal time on
weekends and evenings, without further help or
training.*

This AWS account is from a 2015 article;*? since then, the com-
pany has significantly expanded its use of formal methods.*®
However, as AWS engineers more recently observed:

Despite significant success in scaling formal and
semi-formal testing methods across AWS over the

past 15 years, several challenges persist, particu-
larly in industrial adoption of formal methods. The
primary barriers for formal methods tools include
their steep learning curve and the specialized
domain expertise required. Additionally, many of
these tools remain academic in nature and lack
user-friendly interfaces.*

From AWS’s extensive use of formal methods and the cau-
tionary language above, one can see that formal methods
are entirely available and highly useful so long as the rele-
vant level of expertise can be engaged. This conclusion is
buttressed by the impressive list of highly capable companies
using formal methods (both inside and outside safety-critical
domains),*® including Airbus,* ASML,*” BAE,* Arm Holdings,*
Boeing,*® FireEye,” Intel,52 and Microsoft.>® For example, Air-
bus has used Astrée, a high-end formal methods tool, in the
development of safety-critical software for various planes in-
cluding the A380, beginning in 2003 when Astrée was used
to prove the absence of any runtime errors in the fly-by-wire
primary flight-control software of an Airbus A340. Formal me-
thods analysis, supported by expert capabilities, also has been
conducted successfully on several widely used internet proto-
cols including: the transport layer security (TLS) protocol (ver-
sions 1.2 and 1.3),°* which is the principal means for securing
internet communication; a critical protocol for secure commu-
nication on 5G networks known as 5G authentication and key
agreement (5G-AKA);*® and the worldwide standard for smart-
card payments, known as EMV after its founders, Europay,
Mastercard, and Visa.>® Formal methods also have been used
to demonstrate software “correctness,”” which is key to the
development of safety- and mission-critical systems.®®

As the foregoing demonstrates, formal methods are in
consequential use by key companies and in high-assurance
contexts. However, perhaps the most relevant demonstration
of the value of formal methods to operational technology sys-
tems comes from the DARPA High-Assurance Cyber Military
Systems (HACMS) demonstrations.

DARPA tested the software developed under
HACMS on real military hardware and systems to
verify its performance and compatibility in opera-
tional environments. First using a small quadcop-
ter as a testbed, then graduating to a much larger
helicopter, Boeing’s Unmanned Little Bird, DARPA
demonstrated the benefits of software written with
formal methods. HACMS conducted simulated cy-
ber-attacks (often called red team exercises) to
test the resilience of its software against real-wor-
Id threats. These exercises identified weaknesses
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and vulnerabilities that could be addressed be-
fore deployment. . ..

When the project started, the Red Team was able
to remotely take over the systems. At the end of
the HACMS program, they repeated that experi-
ment while Little Bird was in flight with two test
pilots on board. DARPA's HACMS team had beco-
me so confident in the formally verified software
that they were willing to risk the lives of those two
pilots as the Red Team attempted to hack the he-
licopter—the Red Team failed, and the pilots re-
marked they couldn’t even tell the difference in
flying the high assurance version. To this day, the
system has yet to be successfully hacked.®®

Given, on the one hand, the multiple attacks on critical in-
frastructures and, on the other, the success Amazon and other
companies and especially the HACMS demonstration have
had in using formal methods, a high priority should be placed
on an effort to ensure that essential code for Section 9 compa-
nies is written by formal methods.

Assuming a determination to go forward, a Section 9 company
would, of course, be able to choose from the full spectrum of
the private-sector support in undertaking the implementation
of formal methods. Given the importance of ensuring the hi-
ghest degree of cybersecurity for Section 9 companies, howe-
ver, an additional valuable resource should be created by the
government by establishing a public-private team—a Formal
Methods Task Force—to work with and serve as a resource
for Section 9 companies in generating IT and OT code written
pursuant to formal methods. Not all Section 9 companies will
need the Formal Methods Task Force support, but that task
force could be available to provide support if and as useful.
Such support likely will be essential to at least some efforts

Formal Methods Task Force:
Setting its membership and charge

A Formal Methods Task Force would leverage the
National Cyber Labs Cohort, comprised of experts
from federally funded research and development
centers (FFRDCs), university affiliated research cen-
ters (UARCs), the National Laboratories, and industry
experts operating as special government employees
under the oversight of the Cybersecurity and In-
frastructure Security Agency’s director and working
with the relevant sector risk management agen-
cy. The task force would have a core membership
complemented for each sector with sector experts.
It would be charged initially with writing or helping
to write IT and OT code via formal methods for desi-
gnated Section 9 companies.

to ensure that code for OT for Section 9 companies is written
using formal methods.

Finally, as discussed in more detail below, an additional re-
commendation of this report is to establish a task force that
can support zero trust architectures for Section 9 companies.
Inasmuch as that task force and the proposed formal me-
thods task force will have overlapping focus on Section 9
companies, it will be sensible for there to be a single task
force with the formal methods and zero trust elements
included within so there can be appropriate coordination
with the Section 9 companies as well as coordination of ex-
pertise.

In addition to the proposed Formal Methods Task Force, there
are several ongoing developmental efforts that may increase
the use of formal methods.

Using formal methods to upgrade existing systems

Onthe DARPA front, these efforts include using formal methods
in upgrading existing systems. These computer programs can
regularly benefit from improvements in performance or se-
curity by upgrades that “enhance and replace components
of existing software with more secure and more performant
code.”®® There are risks in undertaking such actions, however,
since “introducing enhancements or replacements into large
legacy code bases carries a high risk that new code will not
safely compose with the rest of the system,”®" and thereby pro-
vide opportunities for adversarial attacks.

DARPA has established the V-SPELLS program to overcome
those issues by utilizing formal methods. The V-SPELLS pro-
gram “will create practical tools for developers to gain bene-
fits of formal software verification in incremental software (re)
engineering.”®? The goal is to:

Create a developer-accessible capability for
piece-by-piece  enhancement of software
components with new verified code that is both
correct-by-construction and compatible- by-
construction, i.e., safely composable with the rest
of the system.®®

In short, V-SPELLS will allow for upgrading code without ge-
nerating new vulnerabilities. The V-SPELLS capability is now
undergoing practical testing and evaluation with the military
services.® If it works as expected, the capability will be avai-
lable for widespread usage both for national security and com-
mercial activities.

Making formal methods tools and solutions available to all
developers

In addition, DARPA is trying to make formal methods technolo-
gies, tools, and solutions available to all developers for accom-
plishing safe coding. As noted above, there is a widespread
belief that formal methods require highly qualified specialized
programmers and large-scale commitments of time—one rea-
son why the capability is not in widespread use. To overcome
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these difficulties, DARPA has now established the PROVERS
program to “develop formal methods tools to guide software
engineers through designing proof-friendly software systems
and reduce the proof repair workload.”®® The program’s goal
“is to make formal methods accessible to non-experts (e.g.,
traditional software developers and systems engineers) while
minimizing the impact on their existing processes and perfor-
mance.”®® PROVERS is a forty-two-month program and, as of
this writing, about halfway through its timeframe. lts effective
completion will help significantly change the programming
landscape by adding to the capability for safe coding. The pro-
gram and the activities by private-sector companies like AWS
in using formal methods should help encourage widespread
usage.

Finally, Al advances should support the utilization of formal
methods for operational technologies. As AWS engineers
have observed:

Looking ahead, we believe large language mo-
dels and Al assistants will significantly help
address the adoption challenges of formal me-
thods in practice. Just as Al-assisted unit testing
has gained popularity, these tools are expected
soon to help developers create formal models
and specifications, making these advanced tech-
niques more accessible to the broader developer
community.%

While such an approach is not yet available, the Formal Me-
thods Task Force could help develop it. lllustratively, Microsoft
is looking at using LLMs to make it easier to develop proof
with a tool called Verus to “formally verify Rust programs,”®®
referring to a memory-safe language.

Memory safe languages

Memory safety is a critical and time-consuming issue. As CISA
has stated:

Despite software manufacturers investing vast
resources attempting to mitigate memory safety
vulnerabilities, they remain pervasive. Customers
must then expend significant resources respon-
ding to these vulnerabilities through both onerous
patch management programs and incident res-
ponse activities.®®

Absent moving to code written by formal methods, CISA said,
the “most promising mitigation is for software manufacturers
to use a memory safe programming language because it is a
coding language not susceptible to memory safety vulnerabi-
lities.””°

Some companies already have begun the transition to memo-
ry safe languages (MSLs), as discussed in the Atlantic Coun-
cil's 2022 Buying Down Risk series”' For example, Google has
adopted an “incremental approach focusing on replacing new
and highest risk existing code,” aiming to both maximize be-

nefits and minimize the level of effort’? This approach has re-
sulted in a dramatic drop in the percentage of memory-safety
vulnerabilities in Android from 76 percent to 24 percent over
six years.”®

At the same time, in The Case for Memory Safe Roadmaps,
CISA and its domestic and foreign partners underscored the
cost of embracing memory-safe languages:

The authoring agencies acknowledge the com-
mercial reality that transitioning to MSLs will in-
volve significant investments and executive atten-
tion. Further, any such transition will take careful
planning over a period of years. Although there is
an upfront cost in migrating codebases to MSLs,
these investments will improve product reliability,
quality, and—critically—customer security.”*

It bears emphasizing that adopting high-assurance software
development techniques, whether formal methods or memo-
ry-safe coding, not only improves security but, by eliminating
entire classes of software bugs earlier in the development pi-
peline, can also decrease costs (e.g., by avoiding delays due
to discovery of a vulnerability down the road while testing sof-
tware deployment on physical hardware).

The federal government has developed a road map for com-
panies to utilize in moving to memory-safe languages,’® but
it does not have a sense of urgency and, given the multiple
attacks on key critical infrastructures, prompt transition for Sec-
tion 9 companies is important.

One key activity that could speed the transition is DARPA's
TRACTOR program,”® which “aims to automate the translation
of legacy C to Rust.””” The explicit goal of the TRACTOR pro-
gram is to “achieve the same quality and style that a skilled
Rust developer would produce, thereby eliminating the entire
class of memory safety security vulnerabilities present in C
programs.”’®

TRACTOR is in its early days of use, but the widespread use of
TRACTOR to transition to RUST would be a significant step to
more effective cybersecurity.”®

Reducing vulnerabilities in critical codebases at
speed and scale

Making the above-described foundational changes will pay si-
gnificant cybersecurity dividends, but it will take time. In the in-
terim, advanced technologies should be tapped to accelerate
efforts to find and patch vulnerabilities in the software that un-
dergirds our most critical systems. For example, the Al-powe-
red cyber-reasoning systems® developed in connection with
DARPA’s recent Al Cyber Challenge® are capable of finding
and patching vulnerabilities in the open-source software®
that underpins much of our critical infrastructure—doing so at
speed and scale. These Al-powered systems “create valuable
bug reports and patches for a fraction of the cost of traditio-
nal methods,”®® successfully identifying 77 percent of the com-
petition’s synthetic vulnerabilities and patching 61 percent of
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those identified.®* While these systems no doubt will be further
refined, DARPA already is working to disseminate the techno-
logy, which has been open sourced and is available for inte-
gration into the critical infrastructure software-development
process.

Other efforts include Google’s Project Big Sleep, an Al agent
that “actively searches and finds unknown security vulnerabi-
lities in software.”®® According to Google, Big Sleep recently
found “a critical security flaw . . . known only to threat actors,”
reportedly marking “the first time an Al agent has been used
to directly foil efforts to exploit a vulnerability in the wild.” € An
Integrated Cybersecurity Providers Corps (ICPC) could work
to make tools of this sort available to Section 9 companies to
accelerate their progress toward a secure software base.

Accelerated development and deployment of advanced tech-
nologies (with appropriate safeguards), together with adoption
of formal methods and memory-safe languages, would be im-
portant steps toward achieving resilience at scale for key criti-
cal infrastructure software.

ZTAs: Creating an operational and near-term
road map for rapid implementation and
sustainment

Establishing zero trust architectures for Section 9 companies
will require a significant effort. Three key elements will be nee-
ded: deconflicted and harmonized requirements across sec-
tors; establishing a zero trust task force; and utilizing advanced
technologies.

Coordinated and harmonized requirements

While the cyber threat from adversary nations and criminals
is longstanding, the reality is that most companies, including
those associated with key critical infrastructures, have not
adopted sufficiently capable cybersecurity technologies and
techniques to provide resilient protection. The widespread
intrusions exemplified by Volt Typhoon and other Chinese cy-
berattacks (e.g., in January 2025, the FBI deleted a different
Chinese malware from more than 4,000 US computers®) un-
derscore that companies on their own often do not sufficiently
prioritize cybersecurity. Regulation is needed, just as it was
a generation ago to make automobiles safer and to ensure
clean air and clean water. At the same time, to avoid undue
burden on the private sector, cybersecurity regulations should
be effectuated in a reasonable fashion both technically and
financially—and appropriately harmonized within and across
sectors and with existing regulations,® through consultation
with the national cyber director and the director of the Office
of Management and Budget, who are leading current cyberse-
curity regulatory harmonization efforts.®®

To accomplish the level of cybersecurity most relevant to
US national and economic security, a sensible starting place
for streamlined regulation is with the Section 9 companies
engaged in key critical infrastructures. The relevant sectors
would include, at a minimum, the electric grid; pipelines; trans-

portation (air, rail, ports); and water and wastewater; usefully,
regulations in several of these sectors already exist.

First, the North American Electric Reliability Council (which es-
tablishes regulations for the electric bulk transmission compa-
nies)®® has recently promulgated new standards that, in subs-
tance, require the regulated companies to adopt a zero trust
approach.® The standards include requirements for internal
network monitoring,®? configuration management,® universal
multifactor authentication,® supply chain risk management,®®
and software provenance assurance.® Likewise, the Transpor-
tation Security Agency (TSA) has issued cybersecurity regula-
tions®” which cover rail,®® aviation,*® and pipelines'® (including
some recently proposed upgrades)® These cybersecurity re-
quirements direct companies in the TSA-regulated sectors to
adopt many zero trust requirements including:

* Network segmentation policies.

* Controls to ensure that operational technology systems
can continue to safely operate if an information techno-
logy system has been compromised.

* Access control measures to secure and prevent unau-
thorized access to critical cyber systems.

* Continuous monitoring and detection policies.

* Timely application of security patches and updates on
critical systems.102

In response to Salt Typhoon, the Federal Communications
Commission (FCC) issued a declaratory ruling that existing law
(CALEA Section 105)"°® “affirmatively requires telecommunica-
tions carriers to secure their networks from unlawful access or
interception of communications.”®* According to the January
2025 ruling, “CALEA obligates carriers to prevent [unautho-
rized] interception of communications or access to call-iden-
tifying information,” '°® although the precise contours of that
obligation were not clarified.®® In November 2025, the FCC
changed course and rescinded the declaratory ruling, dee-
ming it “unlawful and ineffective,” but reiterated support for “[c]
ollaboration with carriers, coupled with targeted, legally robust
requlatory and enforcement measures..”"” citing as an exa-
mple the administration’s new cybersecurity requirements for
submarine cable licensees.©®

As the foregoing suggests, critical infrastructures in some im-
portant sectors are not covered by federal cybersecurity stan-
dards. Those include electric generation and distribution, and
water and wastewater, each of which is generally subject to
state-level regulatory authorities. Given the critical importance
of Section 9 companies to national and economic security, the
administration and the Congress should each take steps to re-
quire enhanced cybersecurity for such nonregulated compa-
nies. Legislation should be enacted that would authorize the
necessary regulations for each key sector not yet covered by
federal legislation. While any such legislation could cover the
entire sector, in keeping with the focus on the most important
companies, the initial legislation should be limited to a sector’s
Section 9 companies. Historically, regulation of electric power
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generation and distribution and of water and wastewater has
been done at the state level and there would be substantial
political resistance to an entirely federal system. The impor-
tance of Section 9 companies to national and economic secu-
rity, however, warrants cybersecurity regulation at the federal
level.

An additional element of the proposed legislation would be
to give the NCD the authority and obligation to harmonize
cybersecurity requirements if a company is subject to more
than a single set.®® Concomitantly, the legislation should es-
tablish that companies will have a single regulatory point of
contact with the government for required cybersecurity re-
VIeWsS.

ZTA Task Force

Section 9 companies will, of course, be able to choose from
the full spectrum of the private sector in undertaking the im-
plementation of zero trust. Given the importance of ensuring
the highest degree of cybersecurity, however, an additional
valuable resource should be created by the government by
establishing a public-private team—a ZTA Task Force to work
with Section 9 companies to implement the installation and
operation of zero trust architectures.

A ZTA Task Force (like the Formal Methods Task Force) would
consist of experts from the National Cyber Lab Cohort (i.e., ex-
perts from FFRDCs, UARCs, and the National Labs) and indus-
try. The ZTA Task Force should have core members, comple-
mented for each sector with sector experts. It would provide
support to Section 9 companies for the transition of both IT
and OT systems to ZTAs. Additionally, given the DoD’s recently
released ZTA guidance for OT, the task force should consult
closely with the DoD leads for ZTA.

The expertise of the task force members will be important to
ensure that the task force activities complement the many
ongoing actions already being undertaken to enhance cyber-
security in key sectors It will be important for the ZTA Task
Force to provide valuable functional support, but to avoid ad-
ding bureaucratic clutter. In this regard, and as noted above,
the task force should be under a single construct along with
the Formal Methods Task Force to assure effective coordina-
tion as well as integration of technological capabilities.

Technology road map: Advanced technology
for ZTAs

Adversaries are, of course, seeking to defeat the very techno-
logies utilized to establish an effective zero trust architecture.
However, the development and use of advanced technologies
can substantially increase the resilience of ZTAs. The ZTA Task
Force should promote the use of each of the following:

* Ephemeral authentication. Ephemeral authentication
reduces an organization’s attack surface and minimizes
risk by limiting the scope and duration of access. The
key to ephemeral access is use of temporary creden-
tials—such as certificates or tokens—to grant access to

resources or systems. Ephemeral credential capabili-
ties are available in the marketplace to be utilized in a
zero-trust context. The credentials are created on-de-
mand, expire quickly (after a set period) and automa-
tically, and are discarded when they expire. In accor-
dance with “just-in-time” access principles, ephemeral
access ensures that users only have access when they
need it and for the shortest time necessary, greatly limi-
ting the window of opportunity for an attacker to exploit
compromised credentials. Ephemeral access capabili-
ties are not limited to verifying human users; they can
likewise authenticate any entity connected to a network
or a system, including computers and other devices.111
Just-in-time access “allows organizations to automati-
cally grant, block, or revoke privileges based on current
risk conditions without disrupting legitimate workflow.”"2

Quantum-resistant encryption. Encryption can make
adversarial intrusions seeking access to information
ineffective as the adversary will not be able to read
or review the encrypted data. Encryption needs to
be utilized for both “data at rest” (maintained in a da-
tabase) and “data in transit” (e.g., when moving from
the cloud to a user). Multiple capabilities are available
to provide such protection, including encryption pro-
ducts that incorporate quantum-resistant Federal Infor-
mation Processing Standard-approved algorithms for
data encryption, such as AES256 (one of the strongest
block ciphers available) and ML-KEM (a lattice-based al-
gorithm that can be used to establish a shared secret
key between two parties communicating over a public
channel)113 Notably, the private sector already is em-
bracing such capabilities. Google, for example, recently
updated the cryptography used in the Chrome browser
to ML-KEM,114 and Microsoft has likewise updated its
core cryptographic library with ML-KEM.115

Software segmentation. Hardware and software seg-
mentation of networks and systems are key elements
of secure enterprise architectures. As CISA and other
federal cybersecurity agencies have described:

Through strict network segmentation
and the enforcement of principles of
least privilege, an organization could
restrict the threat actor’s ability to move
laterally across the network. Even if
high-level credentials are extracted,
segmentation could limit the actor’s
reach to isolated network segments.
Additionally, robust privileged access
management would ensure that ele-
vated access is granted sparingly and
monitored closely, making it challenging
for a cyber threat actor to misuse stolen
credentials."

DARPA is undertaking to further enhance segmenta-
tion’s ability to limit the access an intruder may obtain.
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DARPA's Compartmentalization and Privilege Mana-
gement (CPM) program “aims to enhance cyber resi-
lience by automatically subdividing software systems
into smaller, secure compartments, preventing initial
breaches from escalating into successful cyberattacks
while maintaining system efficiency.”"”

The CPM program is still in its early days. Nonetheless,
as the DARPA lead for the CPM has described, the re-
quired technology is available for application, with “the
techniques for doing that actually [being] old Al tech-
niques [and the] analysis part is based on what compu-
ter scientists call formal methods,”™ with the latter being
well-known, as discussed above.

* Agentic Al. Agentic cybersecurity involves artificial
intelligence capabilities that can perform designated
tasks (i.e., act as an agent) and are relatively recent
developments. Agentic Al systems can make “inde-
pendent decisions, adapt to new data, and execute
complex tasks, setting them apart from standard Al”"™

One of the most effective applications of agentic Al in
cybersecurity is autonomous threat detection and res-
ponse?® Al-driven security systems can continuously
monitor networks, identify suspicious patterns, and take
immediate action, often faster than human analysts. An
Al security agent, for example, can isolate compromised
endpoints, block malicious IPs, and update firewall rules
in real time to reduce the risk of breaches!?" As one
analysis described, Al-enabled agentic frameworks
can reduce response time to address “vulnerabilities by
investigating the risk of a new common vulnerability
or exposure in just seconds. They can search external
resources, evaluate environments and summarize and
prioritize findings so human analysts can take swift, in-
formed action.”??”

Microsoft’s Project Ire malware detection prototype, for
example, is powered by an autonomous Al agent spe-
cifically designed to analyze the structure and behavior
of software!? Project Ire reported a 90 percent “catch
rate” in early testing.?*

The importance of autonomous agents in dealing with
such challenges is underscored by the massive scale
of ongoing cyberattacks:

Between January and December 2024, Microsoft detec-
ted more than 30 billion phishing emails targeting cus-
tomers. The volume of these cyberattacks overwhelms
security teams relying on manual processes and frag-
mented defenses, making it difficult to both triage ma-
licious messages promptly and leverage data- driven
insights for broader cyber risk management.?®

Agentic Al can add to cybersecurity for critical infrastruc-
tures. Inside the network, agentic Al can speed reaction
times to intrusions. In doing so, however, it will be impor-
tant to ensure that the responses do not inadvertently
negatively affect the operation of the critical infrastruc-

ture. As one Nvidia analysis noted, “Agentic systems,
by design, operate with significant autonomy, enabling
them to perform impactful actions that can be both be-
neficial or potentially harmful.”2¢ Thus, extending agentic
Alto OT systems “heightens the stakes, as compromises
can directly impact uptime, safety and the integrity of
physical operations.”?” Nonetheless, the potential bene-
fit of agentic Al to cybersecurity for critical infrastructures
warrants its further development and future usage in
those situations where the benefits outweigh the risks.
Moreover, as described above, formal methods should
be utilized to ensure the appropriate working of the pro-
grams developed by agentic Al.

Regional resilience districts and ZTAs

As described in Part | of this report, Congress should authorize
the establishment of regional resilience districts with a focus
on mitigating regional cybersecurity risks across sectors.

The activities of the proposed regional resilience districts
would be built around a registry identifying and prioritizing
cyber risks. The regional risk registry would be developed in
conjunction with private, state and local, and federal entities.
Such a regional resilience district could then undertake cyber
risk mitigation and responses through a combination of the
capabilities of high-end cybersecurity providers (especially
the ICPC companies discussed in the Part | companion report)
and zero trust architectures with both the engaged critical in-
frastructures and with state and local governments. Such an
arrangement could be particularly useful in dealing with cas-
cading risks generated by cybersecurity attacks.

How to structure and distribute
cybersecurity tax credits

The authors have previously proposed that Congress
establish cybersecurity investment tax credits, advo-
cating in 2022 that they be offered first to “innova-
tive small and medium businesses and academia
engaged in advancing selected emerging and ad-
vanced technologies” or to key critical infrastruc-
tures such as the electric grid, pipelines, water, and
transportation. The scope would be up to Congress:
“The amount of the credits could be equal to the
price charged by the integrated cybersecurity pro-
vider” We saw and continue to see benefit in struc-
turing the legislation to enable transferring unused
tax credits to the cybersecurity service provider as
“payment of the cost of the service.”

Source: Franklin D. Kramer, Melanie J. Teplinsky, and
Robert J. Butler, “We Need a Cybersecurity Paradigm
Change,” Opinion, Hill, February 15, 2022, https://
thehill.com/opinion/cybersecurity/594296-we-need-a-
cybersecurity-paradigm-change/.
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The ZTA Task Force (described above) could play a key role
in aiding both the design and implementation of the neces-
sary zero trust architectures and in ensuring that relevant pri-
vate-sector expertise was available to the membership of the
regional resilience districts.

Additionally, as recommended in Part |, pilot programs for one
or several port cities would be an excellent way to begin such
an effort and would be of high consequence both for military
reasons and for support to the public. Assuming the pilot ef-
forts were successful, they could be expanded to other areas
as steps toward more effective national resilience.

Financial support

As a key part of accomplishing zero trust for Section 9 compa-
nies as quickly as possible, the federal government should un-
dertake to provide financial assistance. Cybersecurity is clear-
ly a national security priority—as exemplified by the fact that
the North Atlantic Treaty Organization’s new defense spen-
ding goals will include cybersecurity as a recognized item.2®
Congress should undertake to define the level of spending
that will be necessary to support ZTAs for Section 9 compa-

nies and then authorize and appropriate the amounts needed
to put the required systems in place. Once ZTA is established
for a company, upgrades and maintenance will be necessary.
Congress could continue a system of direct support, or it might
provide for a system of cybersecurity tax credits to help offset
costs™® or matching federal funds for state-funded initiatives.

While this report has identified numerous existing technologi-
cal and architectural improvements that could bolster critical
infrastructure cybersecurity, the rapid pace of change neces-
sitates a set of organizational structures and repeatable pro-
cesses that could be used to accelerate the development and
adoption of future cyber “solutions.” These include not only the
structures and processes necessary to leverage cutting-edge
private- and public-sector expertise for the benefit of critical
infrastructure cybersecurity, but also the incentives (e.g., fun-
ding and liability protections) necessary to spur private-sector
cooperation as well as the sustained multiyear funding neces-
sary to retain and grow the research and development base
essential to secure our most important critical infrastructures.
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Making America’s space enterprise safe and secure in cyberspace

Space systems are integral to making America safe and
secure from adversary attacks. The Trump administration
has asked for a “Golden Dome” capability that includes
new space-based sensors; space-based missile intercep-
tors; non-kinetic missile defense capabilities, such as elec-
tronic warfare tools; and military satellites with air moving
target indicators. All of these space-based elements af-
ford an opportunity for us to build cyber safe and secure
systems using the approaches discussed above. Space
Force, as the lead government developer, for many of
these capabilities, can and should immediately adopt the
system technologies and capabilities, enterprise architec-
ture, and process improvements suggested in this paper.

As a start, Space Force should pilot these improvements
in one of its critical Golden Dome support systems such as
the Next Generation Overhead Persistent Infrared (Next-
Gen OPIR) effort which is being developed as the replace-
ment for the current missile warning constellation known
as Space-Based Infrared System (SBIRS).

Integral to Next-Gen OPIR’s success is a new, highly au-
tomated ground system called the Future Operationally
Resilient Ground Evolution. FORGE has had developmen-
tal challenges that demand a new approach. Last year
(2025,) Space Force changed the acquisition approach
to allow the government to deliver capability in an agile,
incremental and more modular way"”2. Building on these
relatively recent changes, the FORGE Program Office
could further strengthen the cyber resilience of this inte-
grated enterprise by applying key technological advances
for securing code bases (described above) and by mo-
ving to an Al-enabled, zero trust architecture which would
support more rigorous and rapid testing of interconnected
ground, airborne, and space-based systems. To remedy
past problems of the legacy SBIRS ground command and
control system and further ensure trust in this architecture,
the FORGE system should use Al-enabled ephemeral au-
thentication and encryption. Taking another step forward
in both resilience and speed, FORGE prime contractors
should partner with ICPC cybersecurity companies and

develop an agentic cybersecurity framework for the entire
ground system: Al bots would work together for collabo-
rative sensing, collecting, and logging, and automatically
characterize anomalies, fixing inherent software vulne-
rabilities and rapidly alerting of operationally introduced
vulnerabilities.

To move in this direction with speed and scale, the Space
Force—under the new Al-enabled DOD Software Fast
Track authority—should seek rapid approvals for bots and
systems to securely connect to the FORGE enterprise.
From a contractual standpoint, this type of work could
be incented through an “other transactional authority”
contract, providing the contract team guaranteed work
with limited liability protection as it seeks to significantly
reduce technical risk and increase performance of the
overall system.

Beyond these steps, Space Force should also pioneer cy-
ber secure approaches for the critical infrastructure sup-
porting FORGE system development, deployment, and
maintenance. As an initial step, Space Force should seek
to begin a dialogue with telecommunications, electric uti-
lity, and water utility owners at locations that are providing
support to FORGE. System threat, proposed enterprise
architectures, and the concept of operations should be
shared with industry partners to ensure secure and re-
liable support for the life cycle of the FORGE system. Ser-
vice level agreements should include the ability for Al-en-
abled systems to look beyond the fence line for software
vulnerabilities being introduced by critical infrastructure
operations and to provide mutual alerting for rapid reme-
diation.

Sources: Ellen Mitchell, “5 Things to Know as Trump Rolls
Out Golden Dome Missile Defense Shield, Hill, May 20,
2025, https://www.msn.com/en-us/news/politics/5-things-
to-know-as-trump-rolls-out-golden-dome-missile-defense-
shield/ar-AAIE96PE?ocid=BingNewsSerp; and see Theresa
Hitchens, “Next-Gen OPIR: 2 Steps Forward, 1 Step Back
for Missile Warning Effort,” Breaking Defense, May 3, 2024,
https://breakingdefense.com/2024/05/next-gen-opir-2-
steps-forward-1-step-back-for-missile-warning-effort/.
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IV. Conclusion

A national cybersecurity strategy will require not only an ope-
rational road map for offensive and defensive campaigning,
but a technology road map which significantly enhances resi-
lience for key critical infrastructures. This technology road map
is built upon the development and adoption of safe coding
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Appendix: The cybersecurity challenge: Adversaries

A fundamental cybersecurity challenge facing the United
States is that US information and operational technology sys-
tems are at high risk from state-sponsored attacks by China,
Russia, Iran, and North Korea and from financial and other at-
tacks by criminal organizations.

China

Perhaps most significantly, the People’s Republic of China has
penetrated critical operational infrastructures throughout the
country. Jen Easterly, then-director of CISA, described in her
blog how Volt Typhoon, a malicious state-sponsored cyber ac-
tor connected to the PRC, targeted critical US infrastructure.
Easterly also cited praise from then-Rep. Mark E. Green, who
stated on the House floor: “By prepositioning cyber threats
within critical infrastructure networks, Volt Typhoon was
poised to launch destructive cyberattacks of immense propor-
tions against the U.S.” Critical infrastructure organizations were
compromised, he explained, but CISA had “detected and evic-
ted” Volt Typhoon from many of them

Likewise of high concern was Salt Typhoon, a PRC state-spon-
sored cyber threat actor that reportedly targeted networks in
more than eighty countries™ Salt Typhoon “breached at least
nine U.S.-based telecommunications companies with the in-
tent to target high profile government and political figures.”"*?

More recently, China state-aligned hacking groups—including
Linen Typhoon and Violet Typhoon™—have exploited vulne-
rabilities in Microsoft’s SharePoint Server software to engage
in a major cyber-espionage campaign affecting hundreds of
agencies, businesses, and organizations. While the full extent
of the SharePoint breach is not yet known (as of this writing,
the investigation has only just begun), victims reportedly in-
clude the National Reconnaissance Office’s Acquisition Re-
search Center website,** the Department of Energy’s Natio-
nal Nuclear Security Agency,*® the Department of Homeland
Security, and the Department of Health and Human Services
including the National Institutes of Health*® Moreover, what
started as a cyberespionage campaign now appears to have
evolved, with Storm-2603—a China-based threat actor—ha-
ving been observed exploiting the SharePoint vulnerabilities
to deploy ransomware

Other high-profile Chinese attacks — including Operation Au-
rora,®® the 2014 Office of Personnel Management hack,*® the
Equifax hack,“® and the Microsoft Exchange/Hafnium hack™'—
have targeted valuable individual, business, and government
information, including industrial trade secrets.

Russia

Russia has similarly undertaken highly significant cyberattacks:
The Solar Winds supply chain attack affected almost 18,000
software clients*? the damages from the NotPetya attack ex-
ceeded $10 billion* and the Viasat attack affected multiple

commercial companies and communications throughout Eu-
rope.*

Iran

I[ranian cyberattacks have long targeted US financial institu-
tions and other critical infrastructure. A group of Iranian hac-
kers working for an Iranian Revolutionary Guard Corps affiliate
were indicted for infamous distributed denial of service attacks
against dozens of US financial-sector victims that began in
2011® One of those hackers was later charged with infiltrating
the supervisory and control systems of the Bowman Dam in
New York® More recently, CISA and the US Department of
Treasury have cited Iranian attacks “against operational tech-
nology devices,”™ and using “ransomware attacks against
critical infrastructure,”® respectively; it is notable that Iranian
targeting of industrial control system devices also can enable
espionage or disruptive or destructive attacks against critical
infrastructures °

North Korea

North Korea has a long history of engaging in cyberattacks in-
cluding the well-known Sony®™° and Wanna Cry attacks.!® Much
of the North Korean cyber effort is undertaken to support its
overall economic resilience, including through attacks on cryp-
tocurrency,®? and its nuclear program, including cyberespio-
nage to obtain nuclear secrets and leveraging ransomware
operations to finance its nuclear weapons program.® Notably,
North Korea has attacked key critical infrastructures through,
for example, ransomware campaigns targeting healthcare and
public health organizations and other sectors.®*

Criminal organizations

Multiple criminal organizations have undertaken frequent ran-
somware attacks™®against vulnerable targets such as state and
local governments and hospitals and other health providers.>®
Likewise, individual, business, and governmental information
has regularly been stolen by criminal organizations—as exem-
plified by the attacks on national public data, resulting in the
disclosure of millions of records containing personally iden-
tifiable information and the theft of valuable trade secrets!®’
Advanced artificial intelligence capabilities are expected to su-
percharge ransomware™ and other criminal operations, with
80 percent of examined ransomware attacks already using Al,
according to recent MIT Sloan research!*® Not only are crimi-
nals increasingly using Al models to automate various stages
of criminal operations (e.g., reconnaissance, credential har-
vesting, and network penetration)'® in furtherance of sophis-
ticated attacks,® but artificial intelligence also is lowering bar-
riers to entry, allowing criminals with minimal technical skill to
carry out complex cybercrime operations,®? including against
industrial control systems 3
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The risks and losses from these ongoing cyber invasions are of
enormous consequence to the United States. From a national
security perspective, attacks against key infrastructures—such
as the electric grid, railroads, or ports—during a conflict would
significantly degrade the US capacity to achieve the country’s
war aims. As a recent report concluded, “The cybersecurity of
the critical air, rail, and maritime infrastructure that underpins
U.S. military mobility is insufficient.’®* There is, however, little
doubt that an adversary—for example, China in the context of a
Taiwan scenario or Russia in a European contingency—would
undertake precisely such actions. As the March 2025 Annual
Threat Assessment of the U.S. Intelligence Community states:

If Beijing believed that a major conflict with Was-
hington was imminent, it could consider ag-
gressive cyber operations against U.S. critical
infrastructure and military assets. Such strikes
would be designed to deter U.S. military action by
impeding U.S. decision- making, inducing societal
panic, and interfering with the deployment of U.S.
forces.®®

Regarding Russia, the assessment states:

Russia’s advanced cyber capabilities, its repeated
success compromising sensitive targets for in-
telligence collection, and its past attempts to
pre-position access on U.S. critical infrastructure
make it a persistent counterintelligence and cy-
ber attack threat. Moscow’s unique strength is
the practical experience it has gained integrating
cyber attacks and operations with wartime milita-
ry action, almost certainly amplifying its potential
to focus combined impact on U.S. targets in time
of conflict.e®

The potential for significant impact on key critical infrastruc-
tures has been demonstrated in the context of the Rus-
sia-Ukraine war. According to The Kyiv Independent, Ukraine’s
military intelligence agency (known as HUR) inflicted damage
in “a large-scale cyberattack against the network infrastructure

of Russian energy giant Gazprom.” Disruptions from the July 18
attack included:

Hundreds of terabytes of data were downloaded
by the Ukrainian hackers prior to their deletion
from the Russian systems [and] . . . the attac-
kers managed to destroy clusters of “extremely
powerful” servers running 1C, a software widely
used for managing documents and contracts,
analytics data for pipelines, valves, pumps, and
SCADA [supervisory control and data acquisition]
systems—key elements in operating Gazprom’s
technical infrastructure. [Additionally], multiple
servers reportedly had operating systems remo-
ved or disabled, and the BIOS (i.e., basic firmware)
of many devices was damaged, making them ino-
perable without physical repairs.®’

The harms from cyberattacks are not, however, confined to the
national security sphere. Economic losses from cyberattacks
are estimated to be in the hundreds of billions of dollars (some
estimates are in the trillions'®®), with one estimate placing US
economic losses at $320 billion for 2023.%° A World Bank cy-
bersecurity literature survey, while emphasizing the difficulty
of determining the reliability of available data,”® nonetheless
concluded:

Our analytical survey reveals that the economic
losses of cyber incidents go beyond the imme-
diate quantifiable costs since cyber incidents of-
ten incur indirect costs that have often remained
unmeasured. For example, our survey reveals that
cyber incidents can translate into systemic risk in
financial markets, contagion effects to other firms
in the same industry, and volatility in both domes-
tic and global stock markets

In sum, for both national security and economic reasons, it is
time—indeed, past time—for a far more effective approach to
ensure the cybersecurity of the United States.
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See, e.g., NERC CIP-010-4, effective October 1, 2022, https://www.nerc.com/pa/Stand/Reliability%20Standards/CIP-010-4.pdf.
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Standards/CIP-005-7.pdf; approved by FERC, 174 FERC 9 61,193 (2021); see also NERC CIP-005-8, which was filed with FERC in
2024 and is pending regulatory approval, https://www.nerc.com/globalassets/standards/reliability-standards/cip/cip-005-8.pdf.

See, e.g.,, NERC CIP-005-6, CIP-010-3, and CIP-013-1 (NERC supply chain risk management (SCRM) standards approved by FERC
in 2018); see also NERC, 182 FERC 1 61,155 (2023) (approving new SCRM requirements for low-impact bulk electric system cyber
systems). See also notice of proposed rulemaking (NPRM), Supply Chain Risk Management Reliability Standards, 89 Fed. Reg.
79794 (2024) (proposing to direct NERC to develop new/updated reliability standards to address the sufficiency of SCRM plans).

See NERC CIP-013-2 (effective October 1, 2022); see also NERC Security Guideline: Supply Chain Provenance, March 22, 2023,
(nonbinding guidelines reflecting collective industry experience).

Hearing Before the House of Representatives Homeland Security Subcomm. on Transportation and Maritime Security, 118" Cong.
(2024) (statement of Chad Gorman, deputy executive assistant administrator for operations support, Transportation Security Admi-
nistration), https://www.congress.gov/118/meeting/house/117716/witnesses/HHRG-118-HMO7-Wstate-GormanC-20241119.pdf.

TSA rail security directives are listed in Table 1of the DHS Ratification of Security Directives, 90 Fed. Reg. 6777 (2025), https://www.
govinfo.gov/content/pkg/FR-2025-01-21/pdf/2025-01422.pdf.

Joint EA 23-01 (Cybersecurity-Performance-Based Measures) is not publicly available as it is considered “sensitive security infor-
mation” under 49 C.F.R. § 1520.5(b). According to TSA, the aviation security requirements set forth in Joint EA 23-01 are similar to
the performance-based requirements TSA previously issued to critical pipelines and rail entities. See TSA news release, March 7,
2023, https://www.tsa.gov/news/press/releases/2023/03/07/tsa-issues-new-cybersecurity-requirements-for-airport-and-aircraft.

TSA security directives for critical pipeline systems are listed in Table 1 of the DHS Ratification of Security Directives, 90 Fed.
Reg. 5491 (2025), https://www.govinfo.gov/content/pkg/FR-2025-01-17/pdf/2025-01243.pdf. See also, TSA, “Enhancing Pipeline
Security Information Circular,” February 16, 2022, https://www.tsa.gov/sites/default/files/TSA%20Information%20Circular%20Pipe-
line-2022-01%20Package.pdf.

See, e.g., TSA NPRM, Enhancing Surface Cyber Risk Management, November 2024, https://www.govinfo.gov/content/pkg/FR-
2024-11-07/pdf/2024-24704.pdf.

Jay Willoughby, “Preparing for TSA Cybersecurity Compliance with Identity Security,” Cyberark blog, July 18, 2023, https://www.
cyberark.com/resources/blog/preparing-for-tsa-cybersecurity-compliance-with-identity-security.

See Communications Assistance for Law Enforcement Act (‘CALEA”), § 105.

FCC Declaratory Ruling and Notice of Proposed Rulemaking, FCC 25-9 (2025), 8.

FCC Declaratory Ruling and Notice of Proposed Rulemaking, FCC 25-9 (2025), 9 (emphasis added).
FCC Declaratory Ruling and Notice of Proposed Rulemaking, FCC 25-9 (2025), 10.

FCC, “Order on Reconsideration,” Protecting the Nation’s Communications Systems from Cybersecurity Threats, PS Docket No.
22-239, FCC 25-81, November 21, 2025 (emphasis added), https://docs.fcc.gov/public/attachments/FCC-25-81A1.pdf.

FCC Press Release, “FCC Corrects Course, Outlines Improved Cybersecurity Measures,” November 20, 2025, https://docs.fcc.
gov/public/attachments/DOC-415455A1.pdf.

Regarding the need for cyber regulatory harmonization, see Sydney M. White and Kathleen E. Scott, “Cyber Regulatory Harmo-
nization: The Prospects and Potential Impacts of Current Efforts,” Wiley blog, August 8, 2025, https://www.wileyconnect.com/Cy-
ber-Regulatory-Harmonization-The-Prospects-and-Potential-Impacts-of-Current-Efforts. Indeed, as that Wiley blog points out, “The
harmonization of cybersecurity incident reporting requirements was a key bipartisan driver of the Cybersecurity Incident Reporting
for Critical Infrastructure Act.”

As one example of the high degree of ongoing activity, a recent report focused on the energy sector described a “broad array of
collaborative cybersecurity efforts between [state public utility commissions (PUCs)], DOE, national laboratories and universities,
and industry partners. . . . including the Clean Energy Cybersecurity Accelerator, the Energy Cyber Sense program, and (in 2024
alone) sixteen new cybersecurity research and development efforts across six states.” See Paul Stockton, “Surfing the Wave: Re-
silience Strategies for the Decentralizing Grid,” Johns Hopkins Applied Physics Laboratory, 2025, 9, https://www.jhuapl.edu/sites/
default/files/2025-03/SurfingTheWave-WEB.pdf.

Apono, “What is Ephemeral Access?” https://www.apono.io/wiki/ephemeral-certificates-ephemeral-access/; and CloudFlare,
“What Is an Identity Provider?,” https://www.cloudflare.com/learning/access-management/what-is-an-identity-provider/.

Steve McDowell, “CrowdStrike’s New Just-In-Time Approach to Privileged Access Management,” Forbes, April 23, 2025, https://
www.forbes.com/sites/stevemcdowell/2025/04/23/crowdstrikes-new-just-in-time-approach--to-privileged-access-management/.

The Module-Lattice-Based Key Encapsulation Mechanism (ML-KEM) Standard, FIPS 203, is the primary quantum-resistant standard
for general encryption. See NIST, ML-KEM, August 13, 2024, https://nvipubs.nist.gov/nistpubs/FIPS/NIST.FIPS.203.pdf.

Bill Toulas, “Chrome Switching to NIST-Approved ML-KEM Quantum Encryption,” Bleeping Computer, September 16, 2024, https://
www.bleepingcomputer.com/news/security/chrome-switching-to-nist-approved-ml-kem-quantum-encryption/; and Google Cloud,
“Post-quantum Cryptography,” https://cloud.google.com/security/resources/post-quantum-cryptography (announcing that Google
“has implemented ML-KEM in [its] cryptography library, BoringSSL, which allows for it to be deployed and utilized by services that
depend on this library).
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See Aahba Thipsay, “Microsoft’'s Quantum Resistant Cryptography Is Here,” Microsoft Security Community Blog, September 9,2024,
https://techcommunity.microsoft.com/blog/microsoft-security-blog/microsofts-quantum-resistant-cryptography-is-here/4238780;
and SymCrypt, Microsoft’s cryptographic library, https://github.com/microsoft/SymCrypt.

CISA et al., “Identifying and Mitigating Living Off the Land Techniques,” Joint Guidance with US and allied agencies, February 7,
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but rather are set to optimize particular goals or objectives, such as maximizing sales, customer satisfaction scores, or efficiency
in supply-chain processes. And third, unlike generative Al, they can also carry out complex sequences of activities, independently
searching databases or triggering workflows to complete activities. See Mark Purdy, “What Is Agentic Al and How Will It Change
Work?,” Harvard Business Review, December 12, 2024, https://hbr.org/2024/12/what-is-agentic-ai-and-how-will-it-change-work.

US Cyber Command already is using Al tools to reduce the time it takes to analyze network traffic for malicious activity, accor-
ding to Executive Director Morgan Adamski. See Derek B. Johnson, “Cyber Command Touts Al-Driven Gains In Cybersecurity,
Network Monitoring,” CyberScoop, April 2, 2025, https://cyberscoop.com/cyber-command-ai-gains-cybersecurity-network-moni-
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Karasavvas, “How Agentic Al Is Transforming.”

See David Reber Jr, “How Agentic Al Enables the Next Leap in Cybersecurity” Nvidia blog, April 28, 2025, https://blogs.nvidia.
com/blog/agentic-ai-cybersecurity/.

Brian Caswell et al., “Project Ire Autonomously Identifies Malware at Scale,” Microsoft blog, August 5, 2025, https://www.microsoft.
com/en-us/research/blog/project-ire-autonomously-identifies-malware-at-scale/.
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microsoft-project-ire-threat-detection/.
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March 24, 2025, https://www.microsoft.com/en-us/security/blog/2025/03/24/microsoft-unveils-microsoft-security-copi-
lot-agents-and-new-protections-for-ai/.

Reber Jr, “How Agentic Al Enables.”
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NATO, “The Hague Summit Declaration,” June 25, 2025, https://www.nato.int/cps/en/natohg/official_texts_236705.htm; and “Ex-
perts React: NATO Allies Agreed to a 5 Percent Defense Spending Target in a Low-Drama Summit. Now What?,” New Atlanticist,
Atlantic Council blog, June 25, 2025, https://www.atlanticcouncil.org/blogs/new-atlanticist/experts-react/nato-allies-agreed-to-a-
5-percent-defense-spending-target-in-a-low-drama-summit-now-what/.
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September 4, 2025.
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